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Preface 

In developing this book, we decided to emphasize applications and to provide 
methods for solving problems. As a result, we limited the mathematical devel­
opments and we tried as far as possible to get insight into the behavior of 
numerical methods by considering simple mathematical models. 

The text contains three sections. The first is intended to give the fundamen­
tals of most types of numerical approaches employed to solve fluid-mechanics 
problems. The topics of finite differences, finite elements, and spectral meth­
ods are included, as well as a number of special techniques. The second section 
is devoted to the solution of incompressible flows by the various numerical 
approaches. We have included solutions of laminar and turbulent-flow prob­
lems using finite difference, finite element, and spectral methods. The third 
section of the book is concerned with compressible flows. We divided this last 
section into inviscid and viscous flows and attempted to outline the methods for 
each area and give examples. 

The completion of this book was accomplished because of a number of 
organizations and special people in both the United States and France. A large 
number of scientists furnished material for the text and we have attempted to 
acknowledge each and everyone in the book. Should we have unintentionally 
missed anyone, we express our regrets. In addition, we wish to express special 
thanks to Henri Viviand and the management at O.N.E.R.A. who made it 
possible for both authors to work with the aerodynamic computational group 
at O.N.E.R.A. in Chatillon, near Paris. In the United States, special appre­
ciation is extended to Mort and Ralph Cooper, formerly of the Office of Naval 
Research, Al Loeb of the U.S. Army, Robert Moore and Richard Hoglund, 
formerly of DARPA, and Phil Selwyn of the U.S. Navy for the supporting 
research that made the book possible. 

We also express our thanks to Wolf Beiglbock and Henri Cabannes for 
allowing us to publish in this Springer-Verlag series and to Jill Owens for 
typing the manuscript. 

Lastly, we wish to thank our wives, Anne Peyret and Fran~oise Taylor, for 
their encouragement in this venture. 
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PART I 

NUMERICAL APPROACHES 



CHAPTER 1 

Introduction and General Equations 

The introduction of the computer into engineering has resulted in the growth 
of a completely new field termed computational fluid dynamics. This field has 
led to the development of new mathematical methods for solving the equations 
of fluid mechanics. The improved methods have permitted advanced simu­
lations of flow phenomena on the computer for wide and varied applications. 
The areas range from aircraft and missile design to large-scale simulations of 
the atmosphere and ocean. A measure of the current state-of-the-art in missile 
simulation capabilities is demonstrated by the complex missile launch geome­
try shown in Fig. 1.1. This figure shows a two-dimensional simulation of a 
Titan missile launch indicating the nature of the flow about the missile and in 
the launch duct. The flow was calculated by solving the unsteady inviscid 
equations by the method of Godunov (1959). In the material that follows we 
will describe how one can conduct such a calculation. 

In addition to the advances in system simulations there have been large 
strides in research predictions of transition and turbulence. One of the most 
recent is simulation of a turbulent shear layer by Riley and Metcalfe (1980) 

FEET 

Fig. 1.1 Two-dimensional simulation of the launch of a Titan missile. Time = 0.389 s, 8000 steps. 
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Fig. 1.2 Simulation of the turbulent behavior ofa shear layer. (Furnished by J. Riley and R. Metcalfe.) 

shown in Fig. 1.2. The results were generated by solving the complete two­
dimensional unsteady Navier-Stokes equations by a Spectral method. Shown 
are mean flow results obtained after time averaging the turbulent fluctuations . 
The calculation was initiated using primarily a theoretically derived instability 
mode (Michalke, 1964). Note the prediction of the vortex roll up in the 
subsequent flow times . These examples demonstrate the complexity of the 
flows that are being modeled today. It is clear, however, that even more 
complicated cases will become commonplace simulations for the future . 

The progress in computer simulation has, in fact, generated a competition 
between the experimentalists and the computer modelers. The first real contro­
versy regarding this matter was generated by a paper entitled "Computers 
versus Wind Tunnels" authored in 1975 by Chapman, Mark, and Pirtle. This 
paper brought into focus the trend of things to come in the area of flow 
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simulation on the computer. The drawbacks at the time of the paper were both 
the speed of the computer and the methods. 

Subsequently, however, there has been a significant improvement in both 
computers and methods. In a ten-year period beginning in 1965, two orders of 
magnitude improvement has occurred in both areas (Chapman, 1979). This 
trend in efficiency is continuing and is leading to increased use of computer 
simulations in preliminary design to avoid increasing experimental costs. 

In the computer area past improvements have been primarily in the speed of 
computation, but recently the trend has taken another direction. The speed is 
no longer dropping at an exponential rate, instead the speed is being held about 
constant and the cost of computing components is now dropping rapidly due 
to the new integrated circuits. The result is that in the near future computers 
with lO-ns cycle times and a million words of memory will cost about 
$300,000. This will revolutionize scientific computing, and the large com­
puting centers will be complemented by smaller low cost units that can be 
employed by small groups to perform sophisticated fluid dynamic calcula­
tions. Currently, units that will fulfill this prediction are under construction 
commercially and under government support. Table 1 shows a comparison of 
speeds, capabilities, and estimated costs of some units currently undel; develop­
ment in the United States. Other units are under development in England and 
France. Figure 1.3 shows the declining cost of computer memory and the com­
mercial availability of a million words of memory at a moderate cost. The re­
sult is that one can now visualize the construction of a very high speed com­
puter with large memory, as shown in Fig. 1.4. Each processor could have the 
cycle time of 10 ns and a core memory that could contain millions of words. 
This progress in computers will no doubt lead to more growth in computational 
fluid mechanics. 

Table 1 Estimates of computer performance. 

FPS 
CDC 7600 
CRAY' 

MIPS MFLOPS 

12 ( 6) 
40 (10) 
80 (25)" 

MTTF 

3000 h 
days 
7h 

MIPS-million instructions per second. 
MFLOPS-million floating point operations per second. 
MTIF-mean time to failure. 
"Taken from LASAL CRAY-I evaluation. 

Approximate 
relative 

hardware cost 

0.03 
1.00 
O.60d 

b FPS instruction contains six independent operations: floating point add, floating point multiply, 
indexing, branching, register transfer, and memory transfer. The FPS-AP modular units may be 
configured into a larger system that can increase the thruput. 
• ( ) Typical and/or usually obtained speeds. 
d Without system control computer. 
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Fig. 1.3 Cost of various 
computer memories. 

The impact will cause a surge in large-scale flow simulations and well 
founded attacks on the fundamental understanding of turbulence and transition. 
Also, many groups will no longer require the aid of a major govemment­
supported computer center to perform large-scale flow simulations. 

A recent example of the power of the use of the new low cost processors has 
been published by Enselme, Brochet, and Boisseau (1981). These authors 
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MEMORY 

ARRAY 
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Fig. 1.4 Possible low-cost flow-simulation computer. 

ARRAY 
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computed flow in a supersonic compressor and, using a dedicated computer 
with a high speed processor, obtained computation speeds of two times the 
CDC 7600. The cost of the system was about $200,000. 

The advance in computers will also promote improvement of computational 
methods. The trend in this area will be to move away from methods that rely 
on linear and quadratic function fits to reduce the differential equations to dif­
ference equations. This advance is already beginning to take place since prob­
lems are now being attacked by employing Hermitian techniques (Hirsh, 1975; 
Peyret, 1978) and Spline Interpolation (Rubin and Khosla, 1977). In addition, 
Fourier and Chebyshev expansions are being used in conjunction with fast 
Fourier transforms to solve the nonlinear fluid-mechanics equations to high ac­
curacy (Orszag and Israeli, 1974). This advance offers the possibility ofreduc­
ing computation times by more than an order of magnitude over finite differ­
ences for two- and three-dimensional problems, the reason being that these 
types of expansions need fewer grid points to obtain the same resolution as a 
second- or third-order finite-difference method. In recent publications by Haid­
vogel, Robinson, and Schulman (1980) as well as Myers, Taylor, and Murdock 
(1981) these types of improvements are suggested. 

Even with this expected progress in computational capability, a number of 
technical areas offer obstacles to be overcome in simulation of flows. Difficult 
areas include two-phase flow simulation and simulation of complicated gas 
dynamic flows with strong embedded shocks and expansions. An example of 
such a flow is shown in Fig. 1. 5. This figure displays the transient flow that 

~ , . , 
~ , - , - , 
; , , , , 

, . . , . 

t = 205 }lSec 

FREE 
AIR 
BLAST 

Fig. 1.5 Gun muzzle blast flow simulation. 

, , , , , , , , , 

, , , , , , , , 
." " " ." ." .. 
.". ." ." ." - , , 
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occurs at the exit of a gun after firing. This type of flow has very strong 
expansions at the muzzle lip and also strong shock reflections if muzzle brakes 
are employed. Other examples of difficult simulations include high Reynolds 
number laminar flows with separation, transition to turbulent flow, fully tur­
bulent flow, transonic flows, stratified flow and radiation coupled flows, as 
occur in gas lasers. 

In the material that follows, an attempt has been made to provide the reader 
with tools for attacking complicated flow problems. We begin by giving the 
basis for the computational methods and then proceed to applications that will 
guide the reader in the use of the methods. In the applications, the pitfalls of 
the methods are pointed out. The book is meant to be practical and application 
oriented. As a result, we have intentionally avoided extensive mathematical 
arguments and attempted to complement other books on the subject such as 
those by Gottlieb and Orszag (1977), Holt (1977), Richtmyer and Morton 
(1967), and Roache (1972). 

We begin the discussion by first introducing the flow equations that will be 
considered in various forms in the book. 

1.1 The General Navier-Stokes Equations 

The motion of a continuous medium is governed by the principles of classical 
mechanics and thermodynamics for the conservation of mass, momentum, and 
energy. Application of these principles in a Galilean (absolute) frame of refer­
ence leads to the following conservation equations in integral form for mass, 
momentum, and energy, respectively, 

dd f. p dv + r pV· N d~ = 0 (1.1) 
t v h 

dd f. pV dv + r [(N· V)pV - Nu] d~ = f. fe dv (1.2) 
t v JE. v 

:t L pE dv + Jl: N· [pEV - uV + q] d~ = L fe • V dv (1.3) 

In these equations, t is the time, p the density, V the velocity of a material 
particle in the frame of reference, E the total specific energy: 

(1.4) 

where e is the specific internal energy; u is the stress tensor, q the heat-flux 
vector, fe the external force per unit volume, and N is the unit outward normal 
to the boundary I of the fixed control volume v. The energy equation is valid 
under the assumption that there is no source or sink of energy in v. 

The properties of the medium need not be continuous functions of space and 
time; if they are continuous and sufficiently differentiable in some domain of 
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space and time, then the conservation equations in integral form (1.1)-(1.3) 
can be transformed into an equivalent set of partial differential equations 
through the divergence theorem: 

ap + V . (pV) = 0 
at 

a 
a/pV) + V· (pVV - u) = fe 

a 
a/pE) + V . (pEV - uV + q) = fe • V 

(1.5) 

0.6) 

(1.7) 

One thus obtains the equations in divergence, or conservative, form. Equiv­
alent nonconservative forms are 

Dp + pV.V = 0 
Dt 

p DV _ V'u = f 
Dt e 

De 
p - - u' VV + V· q = 0 

Dt 

where D IDt = a/Ot + V· V is the material derivative. 

0.8) 

(1.9) 

(1.10) 

The above equations are based on the Eulerian approach for the description 
of the continuum motion: the characteristic properties of the medium (p, V, 
etc.) are considered as functions of time and space in the frame of reference. 
An alternative description is provided by the Lagrangian fonnulation in which 
the dependent variables are the characteristic properties of material particles 
that are followed in their motion: these properties are thus functions of time and 
of parameters used to identify the particles, such as the particle coordinates at 
some fixed initial time. The Lagrangian description, or more precisely mixed 
Lagrangian-Eulerian fonnulations, are particularly interesting for problems 
involving different media with interfaces; however, they are not as widely used 
in fluid mechanics as the Eulerian fonnulation and will not be considered here. 

The basic dependent variables in Eqs. (1.1)-(1.3), or (1.5)-(1.10), are p, V, 
and E (or e). Constitutive relationships for the stress tensor u and for the 
heat-flux vector q must be added to these equations in order to obtain a closed 
system. We are concerned here with the case of Newtonian fluids, i.e., by 
definition, fluids such that the stress tensor is a linear function of the velocity 
gradient. From this definition, excluding the existence of distributed force 
couples, results Newton's law, also called the Navier-Stokes law, for u: 

u = -pI + 'T 
(1.11) 

'T = A(V, V)I + 2JL def V 
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with def V = HVV + (vv)r], the superscript t denoting the transpose of a 
tensor. In these relations, p is the pressure, T the viscous stress tensor, A and 
IL are the two coefficients of viscosity, and def V is the tensor of rates of 
defonnation. Furthennore, the fluid is assumed to obey Fourier's law of heat 
conduction for q: 

q = -k VT (1.12) 

where T is the absolute temperature, and k is the thennal conductivity coeffi­
cient. Many fluids, in particular air and water, follow Newton's law and 
Fourier's law. 

Introducing Newton's law into the momentum and energy equations, for 
example, in the fonns (1.9) and (1.10), one obtains, respectively: 

and 

DV 
p - + Vp = fe + IL V2V + (A + IL) V (V· V) 

Dt 
+ (V· V) VA + 2(def V) VIL 

De 
p- +pV·V =$-V·q 

Dt 

where $ is the dissipation function: 

$ = T' VV = A(V' V)2 + 21L(def V)· (def V) 

0.13) 

(1.14) 

(1.15) 

An alternate fonn of the energy equation is obtained by introducing the 
specific entropy s: 

Ds 
pT Dt = $ - V . q (1.16) 

The state variables p, e, T, and p are connected by thennodynamic re­
lationships (assuming local thennodynamic equilibrium). We consider the case 
of a simple fluid such that all its thennodynamic properties can be deduced 
from a single fundamental relationship which, for a compressible fluid, can be 
chosen of the type 

s = s (p, e) 

From this relationship, the pressure p and temperature T are obtained in 
tenns of the basic variable p and e from 

p = -p2T (~) , 
fJp e 

T = 1 
(fJsjfJe)p 

( 1.17) 

An important special case is a perfect gas with constant specific heats cp and 
Cv' For such a gas the laws of state are 



1.2 Various Fonns of the Navier-Stokes Equations 11 

p = (y - 1)pe, (1. 18a) 

(1. 18b) 

The viscosity and thermal conductivity coefficients depend on the local 
thermodynamic state; in most conditions they depend only on the temperature: 

A = A(1), k = k(1) (1.19) 

From the second law of thermodynamics the dissipation function ct> cannot 
be negative. It can be shown that this leads to the conditions 

3 A + 2 /L ~ 0, (1.20) 

and, in the absence of internal relaxation phenomena which would involve 
departure from local thermodynamic equilibrium, the Stokes relationship 

3A+2/L=0 

is generally accepted as a valid approximation. 

1.2 Various Forms of the Navier-Stokes Equations 

1.2.1 Dimensionless form 

(1.21) 

First we consider the dimensionless form of these flow equations. To define 
dimensionless variables, characteristic values of all the variables entering the 
Navier-Stokes equations can be constructed from the following reference 
quantities: a reference length L, a reference velocity V* , a reference density p*, 
and reference values /L* and k* of the coefficients of viscosity and thermal 
conductivity. 

All other characteristic quantities can be derived from these basic ones; we 
choose L /V* for t, p*V*2 for u, P*V*2/L for!e, V*2 for e and E, and p*V*3 for 
q, so that Eqs. (l.1}-(l.1O) remain unchanged in dimensionless form (denoting 
the dimensionless quantity by means of the same symbols as the corresponding 
dimensional variables). Furthermore, we use as reference values p*V*2 for p 
and /L*V* /L for T so that the constitutive relationships (1.11) become in 
dimensionless form: 

1 
u=-pI+-T 

Re ' 
(1.22) 

where Re = V*Lp* / /L* is a characteristic Reynolds number, and, considering 
the case of a perfect gas, relationship (1.12) becomes 

q = --Y-kVe 
Re Pr 

(1.23) 
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where Pr = fJ-*cplk* is the Prandtl number. The energy equation in the form 
0.14) remains unchanged in dimensionless form if <I> is now defined as 
( T' V V) IRe. Let us introduce dimensionless temperature and entropy by using 
characteristic values T* and s* such that s*T* = y*2. Then the energy equa­
tion (1.16) and the law of state (1.17) remain unchanged in dimensionless 
form. For a perfect gas with constant specific heats, the law of state (1.18a) is 
unchanged, while (1.18b) becomes e = TI[y(y - I)M*Z], where 
M* = V* IV yRT* is a characteristic Mach number. If we choose s* = Ce, that 
is, ceT* = V*z, then we get simply e = T. 

1.2.2 Orthogonal curvilinear coordinates 
We now consider the Navier-Stokes equations written in an orthogonal 

curvilinear coordinate system fixed with respect to the absolute frame of refer­
ence. Denote Xi (i = 1, 2, 3) as these coordinates and let a, p, and l' be the 
local unit vectors, forming an orthogonal triad, tangent to the coordinate lines 
Xt. Xz, and X3, respectively. An elementary displacement can be written as 

ds = hi dx1a + hz dxz P + h3 dx3 l' 

where hi, hz, and h3 are the metric coefficients. The velocity components in the 
local axis are Ul, Uz, U3: 

V = Ula + uzp + U31' 

The continuity equation (1.5) is then written 

ap 1 a (1 ) - + -- - - hlhzh3PU = 0 
at hlhzh3 aXj hj J 

(1.24) 

where the summation convention is used. 
We write the equation for the component of momentum in the a direction, 

i.e., PUI; the two other equations for pUz and PU3 follow by cyclic permutation. 
From the momentum equation in the form 0.6) we get 

a 1 a (1 ) 1 (or ahl ah2) 
at (PUI) + hlh2h3 aXj ~ hlhzh3 5j, + hlhz ;jIZ axz - 9Jzz aXI 

+ -- 9J13 - - 9J33 - = fe • a 1 (ah l ah3) 
hlh3 aX3 aXI 

where ?J;j are the components of the tensor 9J: 

1 
9J = pVV - (J = pVV + pI - Re T 

(1.25) 

1 
9Jij = PUiUj + p5ij - Re Tij, Tij = A (V, V) 5ij + 2fJ- (def V)ij' 

where 5ij is Kronecker's symbol. 
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0.26) 

[ 1 yk 1 ae]} X (pE + p)u, - - T'iUi - -- -- = fe'V 
J Re ] Re Pr hj aXj 

0.27) 

The same transforms can be applied to the other equations presented in the 
previous section. 

1.2.3 Plane flows 
Here we consider in more detail the equations for two-dimensional plane 

flows. These equations are deduced from the above equations by choosing the 
planes that contain the flow trajectories as coordinate surface X3 = const, -so 
that U3 = 0, h3 = 1, ajax3 = 0; XI and X2 being the orthogonal coordinates in 
these planes. 

First, we write the Navier-Stokes in Cartesian coordinates x, Y (XI = x, 
Xz = y, and UI = U, Uz = v). The system of the four conservation equations 
without external forces can be written in the following form: 

af + aF + aG = 0 
at ax ay 

(1.28) 

where f, F, G are four-component vectors. The vectors F and G can be 
decomposed as 

(1.29) 

where FI and G1 correspond to the inviscid part of the terms F, G and Fv , Gv 
to the viscous part. More precisely, 

( 
pu ) F _ pu 2 + P 

I - puv ' 

(pE + p)u 

( 
pv ) _ puv 

G1 - pv2 + P ,(1.30) 

(pE + p)v 
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(

0 

F - Txx 
V -

Txy , 

-.1. ae 
UT"" + VTxy + Pr k aX 
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Gv = 
o 
Txy 

Tyy 

-.1. ae 
UTxy + VTyy + Pr k ay 

With the Stokes relation 3A + 2J..L = 0, we have 

T = ~ II. (2 au _ av) 
xx 3,... ax ay' T = J..L (au + av) 

xy ay ax' 

T, = ~ J..L (2 av _ au) 
yy ay ax 

In addition to these equations, other forms of the Navier-Stokes equation can 
be considered in arbitrary curvilinear coordinates (which may depend on time). 
Let, T, ~, rt be independent variables: 

T = t, ~ = ~(x, y, t), rt = rt(x, y, t) 

then afully conservative form of the transformed equations can be derived as 
shown by Viviand (1974). These equations are written 

af + aF + aG = 0 
aT a~ art 

(1.31) 

wherel = f /D, D = a(~, rt)ja(x, y) is the Jacobian ofthe transformation, and 

F = ! (I a~ + F ag + G ag) 
D at ax ay 

G = ! (I art + F aTf + G aTf) 
D at ax ay 

The first-order derivatives included in Fv and Gv can be transformed in a 
similar manner. 

A quasi conservative form is obtained from Eq. (1.28) by the straightforward 
use of the chain rule: 

(1.31a) 

It is obvious that any derivative involved in the viscous terms Fv and Gv 
must also be differentiated with the same chain rule. 
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1.3 The Navier-Stokes Equations for Incompressible Flow 

1.3.1 The primitive-variable formulation 
An incompressible flow is characterized by the condition that 

V'V =0 (1.32) 

This condition when introduced into the continuity equation (1.5) implies that 

ap 
- + V·Vp = 0 at or Dp = 0 

Dt 
(1.33) 

This condition states that the density is constant along a fluid particle trajectory. 
In most cases one usually assumes p to be uniform so that this condition is 
satisfied identically everywhere. For stratified flows Eq. 0.33) is frequently 
employed to compute a small perturbation in density, p', about a mean con­
stant density Po so that p = Po + p'. However, one must take care in employ­
ing such an approach to be certain that it is consistent with all transport 
equations. 

In the event that f.L = const, then the momentum equation (1. 6) reduces to 
the form 

p[ a: + V . (VV)] + Vp - f.L V2v = fe (1.34) 

For this case the unknowns are the velocity field and pressure. These can be 
determined from Eqs. (1.32) and (1.34), but this presents some difficulty in 
incompressible flow problems since boundary conditions typically only exist 
for the velocity field. The most direct way to solve for the pressure is to com­
bine Eqs. (1.32) and (1.34) to obtain a Poisson equation for the pressure of the 
form 

V2p = g(u, v, w) 

where g(u, v, w) is a function of the components of the velocity vector. This 
equation must be solved subject to Eq. (1.34) applied at each boundary for the 
boundary condition on ap IaN, the normal pressure gradient. If, however, the 
viscosity vanishes and the flow is steady and irrotational, then one has 

p + !p(u 2 + v 2 + w2) = const 

for determination of the pressure. 
Equation (1.34) can be transformed by using condition (1.32) to obtain 

p [a: + (V. V)v] + Vp - f.L V2V = fe (1.35) 

This form is called the nonconservative form (or convective form) of the 
Navier-Stokes equations while Eq. (1.34) is in conservative form (or diver­
gence form). 
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1.3.2 The stream-function vorticity formulation 
Another fonnulation of the Navier-Stokes equations makes use of the vortic­

ity vector 

CIJ=VxV (1.36) 

An equation for Cd is obtained by applying the curl operator to Eq. (1.35) so 
that the pressure tenn disappears. The result is 

dCIJ 1 at + (V· V)Cd - (Cd· V)V -v V1CIJ = P V x fe (1.37) 

where v = IL I p. This equation is usually associated with an equation for a 
solenoidal stream-function vector '\}I such that 

V=Vx'\}l (1.38) 

which automatically satisfies incompressibility condition (1.32). The equation 
satisfied by '\}I is derived by applying the curl operator to Eq. (1.38) and using 
definition (1.36) to obtain 

V2'\}1 + CIJ = 0 (1.39) 

Such a fonnulation becomes most interesting when the vector '\}I has only 
one component. This is true, in particular, for plane flows where 

V = V x ('I'k) (1.40) 

where k is the unit vector nonnal to the plane of flow and 'I' is a scalar function. 
In this case, the vorticity Cd = ook and Eqs. (1.37) and (1.39) become scalar 
equations: 

aoo 1 - + (V· V)oo - V V200 = - V x f at p e 
(1.41) 

(1.42) 

As for the equations in primitive variables, Eq. (1.41) is said to be in 
nonconservative fonn (or convective fonn) and the conservative fonn (or 
divergence fonn) of the vorticity equation is 

dOO + V . (V 00\ - V V200 = ! V x f 
dt' P e 

(1.43) 

If the stream-function vorticity equations are made dimensionless by scaling 
vorticity 00 by V* IL, the stream function by V*L, the space dimensions by L, 
and t by L IV*, then in Eqs. (1.37), (1.41), and (1.43), the quantity v = ILl P 
must be replaced by the reciprocal Reynolds number, i.e., liRe = vIV*L. 
Also in the right-hand sides of the equations!. I p must be replaced by!.L I pV*2. 

Note also that an important feature of the stream-function vorticity fonnula­
tion is that the pressure is no longer explicit in the equations. If, however, one 
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needs the pressure along a line or a boundary, one can integrate the tangential 
derivative of pressure obtained from the momentum equation written in coordi­
nates along the boundary or line. For the pressure in the complete field, how­
ever, one must solve the Poisson equation presented earlier. 
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CHAPTER 2 

Finite-Difference Methods 

Until recently, numerical methods for solving fluid-flow problems have been 
dominated by finite-difference approximations. These methods are powerful 
and playa major role in problem solutions. In this chapter we attempt to present 
the fundamental advances and insight into these methods. We begin by dis­
cussing the concept of discrete pointwise approximation of functions. 

2.1 Discrete Approximations 

Let/(X) be a function defined in the range a ::5 x ::5 b. The interval [a ,b] is 
discretized by considering the setxo = a, Xh ... ,Xi, ... ,XN+I = b, and the 
discrete representation of/ex) is the set {f(a),f(xI), ... ,f(Xi); ... ,feb)}. 
Generally, the value/(xi) is denoted by f;. When/(x) is known as a solution 
of some mathematical problem, say the solution of a differential equation, the 
values !(Xi) are not known exactly but are the result of some approximation 
and, in this case, {j;} is a discrete approximation of!(x) and we notef; == lex;). 

The quantity (Xi+1 - Xi) is the mesh size and we shall assume, for the sake 
of simplicity, that this mesh size is a constant: ax = (b - a)/(N + 1) and 
Xi = a + i ax, i = 0, ... ,N + 1. 

The mth derivative of lex) at point Xi is approximated in the form 

d"'f (Xi) _ j=J2 

dx m =.2: ajf;+j (2.1.1) 
}=-J, 

where the a/s are determined by means of Taylor expansions and 110 12 are 
integers depending on the order m of the considered derivative and also on the 
degree of accuracy of the approximation. If for m = 1 we consider an approx­
imation using three values of f;, i.e., 11 + 12 = 2, and we take 11 = 12 = 1, 
we can write a general expression 

d/(Xi) = (1 - a) f;+1 + 2af; - (1 + a) f;-I 
dx - 2 ax (2.1.2) 

where a is an arbitrary constant. The error of this approximation is 
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ex Ax d2fAx 2 dY 
--2- dx 2 - '6 dx 3 

By specifying the value of ex we obtain the standard differences: 
Centered: ex = 0 

Backward: ex = 1 

Fonvard: ex = -1 
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(2.1.3a) 

(2.1.3b) 

(2.1.3c) 

Now, if we choose J1 = 2 and J2 = 0 and employ a Taylor series to find the 
ex/s we obtain the second-order accurate approximation. 

(2.1.4a) 

Similarly if J1 = 0, J2 = 2, we obtain the second-order accurate 
approximation 

df(Xi) "'" -3 h + 4 h+l - h+2 
dx - 2 Ax 

A fourth-order accurate result is obtained if J1 = lz = 2, i.e., 

df(x;) "'" -h+2 + 8 h+! - 8 h-l + h-2 
dx - 12 Ax 

(2.1.4b) 

(2.1.5) 

In the same way, we can define approximations for all the derivatives. For 
example, the classical difference approximation of the second derivative is 

d'1(x;) "",h+l - 2h + h-l == A +. 
dx2 - AX2 ~; (2.1.6) 

which is accurate to O(AX2). 
The use of the difference operators A~, A;, Au. ... is very useful, and it 

is easy to verify the following relationships: 

!(A~ + A~) = A~ 

M - A~ = AxAxx 

A; A~ = Axx 
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However, note that Ilxllx =1= Ilxx because 

Illl , = /;+2 - 2/; + /;-2 
x xJi 4 Ilx2 

2.2 Solution of an Ordinary Differential Equation 

Let us consider as a model the simple differential equation 

df d'2j 
A dx - V dx 2 = 0, 0 <X< 1 

f(O) = Uo, f(l) = UI 

(2.2.1a) 

(2.2.1b) 

where v = const > 0 and A = A(x). The interval (0,1) is discretized with 
Xj = i Ilx, i = 0, ... , N + 1, with Ilx = I/(N + 1). If we denote by/; the 
numerical approximation of ft..Xj) at point Xj, a finite-difference approximation 
of (2.2.1) is 

i = 1, ... , N 

fo = Uo, 

(2.2.2a) 

(2.2.2b) 

The use of centered differences leads to an error of second order with respect 
to the mesh size Ilx. Equation (2.2.2) produces a linear algebraic system whose 
solution yields the N values of k In the present case the associated matrix is 
tridiagonal, so it is very efficient to use a direct method of solution. The general 
method of factorization leads to a simple solution algorithm described in the 
following section. 

2.2.1 The method of factorization 
This method to solve a linear algebraic system, 

:ilF = G (2.2.3) 

where :il is a tridiagonal matrix, F the vector of unknowns, and G a given 
vector, is a particular form of the general method of factorization which 
expresses :il as a product of two triangular matrices ;£, and M, i.e., :il = ;£'M. 
The solution of Eq. (2.2.3) is then obtained in two steps: First a vector V is 
computed by ;£,V = G, then the final vector F by MF = V. This decom­
position has the advantage that triangular matrices are easily inverted. When 
applied to a tridiagonal matrix, the method is applied according to the follow­
ing algorithm. 

Let the difference equations corresponding to Eq. (2.2.3) be 

i = 1, ... ,N 

fo = Uo, 
(2.2.4) 
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For this equation there exists a recurrence relation 

i = 1, ... ,N (2.2.5) 

where the coefficients Xi and Yi are easily found (by identification) to be 

i = 1, ... ,N (2.2.6) 

The coefficients Xo and Yo are determined by considering Eqs. (2.2.4) and 
(2.2.5) with i = 1. Identification of these two equations gives 

bl CI dl - alUO 
-= -- =-:....-...:.........;. 

1 -Xl YI 

which, compared to Eq. (2.2.6) written for i = 1, yields 

Xo = 0, Yo = Uo 

The method is applied by first calculating X;, Yi (i = 1, ... , N) with Eq. 
(2.2.6). Then formula (2.2.5) is applied with i varying from N to 1 for the 
calculation of J;. 

It can be proven (Isaacson and Keller, 1966) that the algorithm gives accu­
rately bounded results if the following conditions are satisfied: 

Ibd > lell, 
IbNI > laNI 

i = 2, ... ,N - 1 

(2.2.7a) 

This set of conditions is a special case of the diagonally dominant property of 
a matrix.s4 = [al. m] which states 

N 

lal,ll;::: 2: la/,ml, I = I, . . . ,N with I t= m (2.2.7b) 
m=1 

In the case of Eqs. (2.2.2) the conditions (2.2.7a) are satisfied if and only if 

IAI ax :s 2 
11 

where IA I ax / 11 is called the mesh Reynolds number. 

2.2.2 Iterative methods 
As we have seen in the previous section, in the case of a tridiagonal matrix, 

the direct method of solution of the system (2.2.3) is very efficient. However, 
because iterative methods are often used when the matrix is no longer tri­
diagonal, it seems interesting to describe briefly the standard iterative methods. 
Jacobi method: The iterative procedure gives the value off; at iteration m + 1 
by the formula (bi ~ 0): 

i = 1, ... ,N (2.2.8) 
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Gauss-Seidel method: Here, f'{'+1 is calculated by using the values of the 
present iteration m + 1 which have just been computed. So, if the calculation 
is made with the index i increasing, the Gauss-Seidel method is 

f m+1 - 1 ( fm+1 fm + d) i - ~ -ai i-I - Ci i+1 j , i = 1, ... ,N (2.2.9) 

Successive-relaxation method: This method defines a provisional value j'{'+1 
with the Gauss-Seidel technique, then the final value f'{'+! is computed with a 
relaxation characterized by the positive parameter w. 

f-m+1 - 1 ( fm+1 fm + d) i - ~ -aj j-I - Cj i+1 j 

f'{'+1 = wj'{'+! + (1 - w)f'{' 
(2.2.10) 

The convergence of these methods is obtained if Maxi If,{,+1 - f'{'l-') 0, 
when m -,) 00, whatever the starting valuef? For the methods of Jacobi and 
Gauss-Seidel, a sufficient condition of convergence is that the matrix .il is 
strictly diagonally dominant; i.e., (2.2.7a) or (2.2.7b) is satisfied with a strict 
ineqUality. This condition is not always satisfied; for instance, it is not satisfied 
in Eq. (2.2.2a). On the other hand, it would be satisfied if a nonderivative term 
Bf (B > 0) was included in the left-hand side of Eq. (2.2.1a). 

Therefore, another sufficient condition of convergence, more easily 
satisfied, is that the matrix is irreducible* and diagonally dominant [Eq. 
(2.2.7b)] with a strict inequality for one value of I at least. 

For the successive-relaxation method, the known condition of convergence 
is more stringent: If the matrix .il is symmetrical and definite positive, the 
method converges if and only if 0 < w < 2. 

We refer the reader to classical textbooks on numerical analysis for a detailed 
study of the convergence of the iterative procedures and in particular for the 
determination of the optimal value of the relaxation parameter w. 

Remark: The iterative procedures just described are expressed in matrix 
notation in the following manner. Assuming bi *" 0, Eq. (2.2.4), after division 
by bi , yields a system (2.2.3) in which the main diagonal entries are 1. The 
matrix .il is then decomposed according to 

.il=/-M-j{ 

where M and j{ are, respectively, lower and upper strictly triangular matrices. 
(Here, they have only one diagonal not null.) The Jacobi method is defined by 

F m+1 = (M + j{)Fm + G 

the Gauss-Seidel method by 

* A matrix is irreducible if the solution of the algebraic system associated cannot be reduced to the 
successive solution of two systems of lower order. Simple conditions of irreducibility are found from 
the theory of graphs [see Varga (1962)]. 
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(I - M)Fm+1 = .N Fm + G 

or 

Fm+l = (I - M)-I.NFm + (I - M)-IG 

and the successive-relaxation method by 

f;m+1 = MFm+l + .NFm + G 

Fm+l = wf;m+l + (1 - w)Fm 

2.2.3 Analogy between iterative procedures and equations of evolution 
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As was shown by Garabedian (1956), there exists a close analogy between 
some iterative procedures and equations of evolution. If we identify formally 
the index m defining a time m At we can easily find the analog of each 
procedure described above by using a Taylor expansion in space as well as in 
time. This is the general technique used to determine the truncation error of a 
finite-difference scheme for a time-dependent equation and is described in 
detail in Section 2.6. 

Therefore, if Taylor expansions are made in each of the equations (2.2.8), 
(2.2.9), or (2.2.10), we obtain an equation of the form 

K ~ = v fl - A ji (2 2 1) at ax2 ax . .1 

where only the significant terms have been retained. The coefficient K depends 
on the iterative procedure considered. The convergence of the iterative pro­
cedure is equivalent to the existence of a steady solution of Eq. (2.2.11). A 
necessary condition for this existence is that Eq. (2.2.11) be parabolic in the 
direction, t > O. For the Jacobi method, 

At 
K = KJ = 2v Ax2 > 0 

and for the Gauss-Seidel method 

K = Kas = Atv (1 _ A AX) > 0 
Ax2 2v 

if A Ax < 2v. Finally, for the successive-relaxation method 

K - K - Atv (2 - w _ A AX) 
- SR ---Ax2 W 2v 

The coefficient KSR is positive if A AX/v < (2 - w)/w. However, the 
condition K > 0 is not sufficient to ensure that the numerical solution of 
(2.2.11), given by schemes (2.2.8)-(2.2.10), has a steady limit. A supple­
mentary condition must be considered-that is, the stability of the scheme used 
to approximate Eq. (2.2.11). The stability of such numerical schemes will be 
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considered in Section 2.6. If an analysis of stability is made for schemes 
(2.2.8)-(2.2.10), conditions equivalent to some of the conditions of con­
vergence mentioned in the previous section are obtained. 

Comparisons of the various K coefficients make clear the relative properties 
of convergence of the iterative procedures. For example, if A = 0, we obtain 
KGS = ~KJ and wKSR = (2 - w)KGs . From Eq. (2.2.11), it is clear that the 
smaller K is the more rapid the convergence of the iterative procedure. In 
particular, we see that the successive-relaxation method converges more rap­
idly than the Gauss-Seidel method if 1 < w < 2. 

Note that an approximation of the optimal value w can be obtained by a 
slightly more sophisticated analysis (Garabedian, 1956). 

2.3 Analytical Solution of the Finite-Difference Problem 

We consider now the solution of the differential equation 

df d2f 
A dx - V dx 2 = 0, O<x<1 

with 

f(O) = Vo and f(1) = VI 

where A and v are constants (v > 0). The solution is 

ef»: - 1 
f=Vo + (VI - Vo) ~ 1 e -

(2.3.1a) 

(2.3.1b) 

(2.3.2) 

where a = A/v. Figure 2.3.1 shows the graph of the solution. The essential 
feature is the existence of a boundary layer of thickness o(lal) when a ~ O. 
This boundary layer is located near x = 0 when a < 0 and near x = 1 where 
a> O. 

Assume Eq. (2.3.1) to be approximated with centered differences: fl~ for the 
first derivative and flxx for the second derivative. The resulting finite-difference 
problem is 

(2 - R)/;+1 - 4/; + (2 + R)/;_I = 0, i = 1, ... ,N 

fo = Vo, 

where R is the algebraic mesh Reynolds number 

R = a flx = A flx 
v 

(2.3.3a) 

(2.3.3b) 

It is possible, in simple cases like this one, to calculate analytically the solution 
of the difference problem. The theory of finite differences is similar to the 
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f 

1 Fig. 2.3.1 Graph of the function f. 

theory of ordinary differential equations [see, for example, Godunov and 
Ryabenski (1964)]. 

The general solution of Eq. (2.3.3a) is 

(2.3.4) 

where ql and q2 are the roots of the characteristic equation associated with Eq. 
(2.3.3a), 

(2 - R)q2 - 4 q + (2 + R) = 0 (2.3.5) 

and CJ, C2 are constants to be detennined by the boundary conditions (2.3.3b). 
The roots of (2.3.5) are 

2+R 
q2=--

2-R 

and the constants 

UI - Uo 
CI = Uo - N+I l' q2 -

so that the solution (2.3.4) is 

q~ - 1 
~ = Uo + (UI - Uo) N+I 1 q2 -

(2.3.6) 

Now consider the limit Llx ~ 0, with Xi = i Llx fixed. Assuming l3 = 0(1), 
we can show that 
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(2.3.7) 

Therefore, we remark that q~ is an approximation to second order of the basic 
solution elk of the differential equation (2.3.1a). At the same time, we note that 
the other solution q\ = 1 is exactly the second basic solution of the differential 
equation. 

Finally, by combining Eqs. (2.3.6) and (2.3.7) we obtain 

fi = f(Xi) + ~X2 (VI - Vo) <I> (Xi) + 0(~X4) (2.3.8a) 

iP 
<I>(x·) = - [e 8(e lki - 1) - (e B - 1)x· e lki ] 

I 12(eB - 1? I 
(2.3.8b) 

where ft..x) is the exact solution and the error term is exhibited. 
At this point it is interesting to note that expansion (2.3.8) can be derived 

another way by considering the differential equation obtained from the 
finite-difference equation (2.3.3) with Taylor's series (construction of the 
truncation error). This equation is 

A df _ "d~ + ~X2 (A dy _!!. d1) + 0 (A X 4) = 0 dx dx 2 6 dx 3 2 dx4 '-l (2.3.9) 

H we look for the solution of this equation in the form of an asymptotic 
expansion 

F(x, ax) = Fo(x) + ax FI(x) + ax2 F2(x) + 0(~X3) 
with 

Fo(O) = Vo, 

(2.3.10) 

for j = 1,2 

we obtain a set of equations determining the various Fj , j = 0, 1, 2, where 

Fo(x) = f(x) = the exact solution 

FI(x) = 0 

F2(x) = (VI - Vo)<I>(x) = the ~X2 error term 

The formal nature of this analysis does not make it of general application, 
however, it does make clear the relationship between the solution of the 
finite-difference scheme (2.3.3) and the expanded differential equation 
(2.3.9). 

Now, we assume ~x « 1 but 5 is not necessarily of the order of unity, so 
that the mesh Reynolds number IRI = 151 ~x can be 0(1). We remark that 
q2 < 0 if IR I > 2, which means q~ is positive for even values of the index i and 
negative for the odd values. This fact (Roache, 1972) explains some of the 
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wiggles that can appear in the numerical solution when the numerical solution 
oscillates when IR I > 2. It is recalled that IR I < 2 ensures the diagonal dom­
inance of the matrix associated with the linear algebraic system defined by the 
finite-difference equations (2.3.3). 

We assume now that the first-order derivative is approximated with the 
weighted scheme 

(2.3.11) 

where a is a constant. If a = 0 we obtain the centered approximation. If 
a = ± 1 we get the noncentered approximations. The classical upwind scheme 
is obtained if 

a=€ where € = sign (R). 

When the above approximation is used in Eq. (2.3.1), the numerical solution 
f; is again given by Eq. (2.3.4), but here 

2 + (1 + a)R 
q2 = 2 - (1 - a)R (2.3.12) 

We note that q2 > 0 if 

or (2.3.13) 

and no oscillations occur in the solution. These conditions also ensure the 
diagonal dominance of the associated matrix. 

When ax « 1 and 5 = 0(1), the mesh Reynolds number R = 5 ax is 
« 1 and conditions (2.3.13) are easily satisfied. In this case, the expansion 
analogous to (2.3.10) is obtained in the fonn 

(2.3.14) 

and the expanded differential equation analogous to (2.3.9) is 

(2.3.15) 

We note that the use of the weighted upwind scheme introduces an error of 
order a ax and this error is of a dissipative nature if aA > 0, i.e., if the sign 
of a is the same as A (or R). When IR I > 2 (this is the case where the utilization 
of upwind schemes is justified) ao > 0 and al < 0 whatever the sign of R. 
Therefore, it seems necessary to use the condition a > ao if R > 0 and 
a < al if R < O. This last result can be obtained more rigorously than by the 



28 2 Finite-Difference Methods 

previous heuristic argument based on the nature of the main part of the trun­
cation error. 

We shall consider successively two cases: R = 5 ax~ ± 00 and R = 0(1), 
ax~o. 

In the first case, we look for a special value of a which gives the exact 
solution of the problem (2.3.1) (Raviart, 1979). Let a* be this value. It follows 
that q~ = e fu\ i.e., q2 = e81lx and 

2 + (1 + a*)5 ax Ux 
=e 

2 - (1 + a *)5 ax (2.3.16) 

Then 

2 l+e 8llx 
a* = --- - ---::-;-

5 ax 1 - eUx 
(2.3.17) 

In the case where A > 0, 5 > 0 and 5 ax~ + 00, so that 

a * - - 5 ~x + 1 + exponentially small terms 

But then ao = 1 - 2/8 ax, and we can conclude that (a* - aD) tends ex­
ponentially towards zero when 5 ax~ + 00. And, since a* is the value of a 
which gives the exact solution, we conclude that, in this case where A > 0, we 
must choose a > ao. 

It is easy to verify that an analogous result is obtained when A < 0 by 
replacing aD by a,. In conclusion, if A < 0, we must choose a < al. 

Now, we consider the most common case in applications: ax « 1 but 
R = (A/v) ax = 5 ax = 0(1). From (2.3.12) we deduce that q2 > 1, what­
ever the sign of R, if a > ao = 1 - 2/R and 0 < q2 < 1, whatever the sign 
of R, if a < al = -1 - 2/R. Moreover, q~ = eilnq2 = e(xdllx)lnQ2. There-
fore if a > aD, q~ tends exponentially toward infinity when ax ~ 0, for any 
value of i E [1,N] and Xi = i ax fixed. And it is easy to see that 
/; - Uo + exponentially small terms. Now if a < aJ, we have, under the 
same limit ax ~ 0, /; - UI + exponentially small terms. If we recall (Fig. 
2.3.1) that a boundary layer exists near x = 0 when A < 0 and near x = 1 
when A > 0, we may conclude again that a > aD must be chosen if A > 0 and 
a < a, if A < O. 

Moreover, an interesting conclusion concerns the following case. When 
151ax = 0(1), ax is then 0(151- 1); that is to say the first point of computation 
is located at the edge of the boundary layer. In this case, if the choice of a has 
been made as described above, the numerical solution, although not able to 
describe the boundary layer, will be able, on the other hand, to give a correct 
approximation of the solution outside the boundary layer. 

Finally we note without discussion that some interesting results for analytical 
solution of upwind finite-difference approximations of nonlinear differential 
equations have been reported by Cheng and Shubin (1978). 
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2.4 Upwind Corrected Schemes 

Let us assume that problem (2.3.1) is approximated by using the upwind 
difference (2.1.2) with a = sign (R) for the first derivative. Such an approxi­
mation leads to a diagonally dominant matrix which allows the use of an 
iterative solution procedure. The resulting finite-difference equation is only 
first-order accurate. However, second-order acuracy can be recovered if a 
correction term evaluated at a previous iteration is included into the general 
procedure in order to give, at convergence, a centered approximation. Such a 
technique of correction has been considered, in various forms and for various 
equations, by Dennis and Chang (1969), Khosla and Rubin (1974), Ta Phuoc 
Loc (1975), Veldman (1973) and Peyret (1971). When applied to the 
Navier-Stokes equations, the technique has been found to be successful. 

But the point is, if the solution oscillates due to a central difference scheme, 
the correction strategy described above at convergence still does not eliminate 
the oscillations. In the principle of correction the term must be chosen so that 
the resulting finite-difference equation at convergence is (i) second-order accu­
rate and (ii) sufficiently dissipative to damp possible oscillations. This second 
point means that an artificial viscosity term must be introduced into the scheme. 

To demonstrate the approach we consider a nonlinear differential equation 
for which an iterative procedure of solution is natural. Let us consider the 
solution of 

d'1 df 
v dx 2 - g(f) dx = 0, v = const > 0 (2.4.1) 

with associated boundary conditions of type (2.3.1b). Equation (2.4.1) is 
approximated in the form 

(2.4.2) 

where gi = g(Ji) and 6.~ is any finite-difference operator approximating the 
first-order derivative. This nonlinear problem is solved with the iterative 
procedure 

(2.4.3) 

As it was shown in Section 2.2.1 for the case where 6.~ = 6.2, the matrix 
associated with Eq. (2.4.3) is diagonally dominant if and only if 

I ml 6.x 2 g. -< 
J -

V 
(2.4.4) 

The upwind approximation that ensures diagonal dominance is defined by 

(2.4.5) 
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where E = sign (g7'). The technique of correction consists of considering the 
iterative equation 

V !!:"xxf7' + 1 - g7' M' f7'+1 = AAg7')f7' (2.4.6) 

where the difference operator AAg7') is defined so that 

[g;M' + AAg)].!i = ! + O(!!:..x 2) 

A straightforward procedure for defining Ax> if !!:..; is given by (2.4.5), is 
simply 

Aig;).fi = ! !!:..xlg;l!!:..xx.!i (2.4.7) 

This, however, can produce an oscillating numerical solution. A more system­
atic way to construct the correction term is to look for an operator of the general 
form: 

1 

Aig;).!i = 2: Lj.!i+j 
j=-i 

(2.4.8) 

with Lj = ajgj+l + bjgj + Cjgj-I. The arbitrary coefficients are determined by 
requiring damping and second-order accuracy. If we require these conditions 
we obtain 

Ax(gJ{; = ! !!:..ug; !!:..xx.!i - !!:..x 2 aE(!!:..~g;) . (!!:..xx.!i) 

- !!:..x 3 f3e(!!:..xxg;) . (!!:..xxD 
(2.4.9) 

with E = sign (!!:..~g;), € = sign (!!:..xxg;), and a, f3 are positive constants that 
measure the magnitude of the artificial viscosity. With this operator the re­
sulting finite-difference equation (2.4.6) at convergence (pr l = f7') approxi­
mates the following differential equation: 

d:t df !!:.. 2 (v d4j g dy \ dg \ d 2f) 
V dx2 - g dx + x 12 dx 4 - "3 dx 3 + a dx dx 2 

\
d 2g \ d:t + !!:..x 3f3 dx 2 dx 2 + O(!!:..X4) = O. 

The artificial viscosity is proportional to the first and second derivatives of g, 
but a term of type Ig; I d2f / dx 2 could be included also. Note that the terms 
involving g are considered here as coefficients of derivatives off. This is rather 
artificial and should be reconsidered depending on the form of the function 
g(f). In the case of the vorticity equation to be studied later, f would be the 
vorticity and g the velocity. 

Figure 2.4.1 shows some results obtained for the case where g(j) = f and 
where the solutionfsatisfies the boundary conditionsf(O) = 1,f(1) = O. In 
this case, the exact solution is 
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Fig. 2.4.1 Example of application of correction method to upwind difference approximations. 

f(x) = C, tanh (C2 - ~~x) 
with C, = 1 and C2 = 12.5 if v = 1/25. 
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In many problems the accuracy of second order is not sufficient and it is best 
to use a higher-order method. Classical finite-difference approximations can be 
constructed by using difference formulas of type (2.1.1). However, the higher 
the approximation the higher the number of discretization points involved. In 
this way, a fourth-order accurate method, Eq. (2.1.5), leads to algebraic 
systems with a pentadiagonal matrix. Another way to construct difference 
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equations is the use of "compact" methods. Their purpose is to obtain higher­
order (generally of fourth order) methods leading to the solution of algebraic 
systems with tridiagonal matrices. Among these types of methods, we select 
here the Hermitian, the Mehrstellen and the OCI methods (see Collatz, 1966, 
1972). 

2.5.1 Hermitian method 
This method considers as unknowns at each discretization point not only the 

value of the function itself t, but also those of its derivatives fi ,J;', .... The 
system is closed by considering relationships between the function and its 
derivatives in three successive discretization points. These relationships are 
called Hermitian formulas. The idea of such a method is rather old, as ex­
plained by Collatz (1966), but only recently has it found application to flow 
problems. 

The general three-point Hermitian formula for first- and second-order deriv­
atives is written as 

I 

Hi = 2: (ajt+j + biIi+j + cd;'+j) = 0 
j=-I 

(2.5.1) 

where the terms aj. bj. and Cj are constants determined by requiring relationship 
(2.5.1) to represent (to some order of accuracy related to ~x) the correct 
relationship that exists between any regular function f(x) and its two first 
derivatives f'(x), f"(x) at three points Xi-I = (i - 1) ~x, Xi = i ~x, and 
Xi+ I = (i + 1) ~x. Practically, Taylor expansions around Xi are made in Eq. 
(2.5.1) and we obtain 

<Xl d"J 2: Ak dxk = 0 (2.5.2) 
k=O 

If formula (2.5.1) was exact, all the Ak terms would be identically zero. In 
fact, only a finite number, K, of Ak can be made equal to zero; 

k = 0, ... , K (2.5.3) 

The maximal possible value of K depends essentially on the number of arbitrary 
parameters involved in Eq. (2.5.1). 

If K = 3, the satisfaction of the four homogenous equations (2.5.3) leaves 
five undetermined coefficients and after a change of notation of the parameters 
we have 

15{3 - 8y 3p - 2() 
a_I = ~X2 + ~x 

15{3 + 8y 3p + 2() 
al = - ~X2 - ~x 

b - 3a + 7 {3 - 5y () 
-I - ~x + p -

bo = 16{3 + 4p 
~x 

3a - 7{3 - 5y 
bl = - ~x + P + () 
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C-J = a + {3 - 'Y, Co = 4 a, CJ = a - {3 - 'Y 

where the arbitrary parameters a, {3, 'Y, p, and () are constants independent of 
ax. The above expressions are substituted into formula (2.5.1) which will be 
written henceforth in the symbolic form 

Hi [a, {3, 'Y, p, ()] = 0 (2.5.4) 

This formula depends homogeneously on the parameters, so it is possible to 
express four of these parameters in terms of the remaining parameter which 
could be taken equal to 1. The error e.g associated with formula (2.5.4) is 
obtained by performing Taylor expansions as above and is found to be 

ax3 ax4 
e.g = 6 ()jIV + 90 [3P.fv + (3a - 2'Y) IV!] 

(2.5.5) 

where superscripts refer to derivatives. 
Various higher-order methods make use of formulas that can be derived 

directly from the general formula (2.5.4). Some of these will be described 
below. Other methods can be related to this general formula, for example, the 
method based on spline approximations (Rubin and Khosla, 1977) or the OCI 
method (Ciment et al., 1978). 

Also note that it is possible to derive Hermitian formulas for unequally 
spaced meshes (Adam, 1975). 

We next present applications of the Hermitian method to the solution of 
problem (2.3.1). Equation (2.3.1a) is approximated by 

A/~ - vf~' = 0 I I , i = 1, ... ,N (2.5.6) 

where/! and/;' are the respective approximations of d!ldx and d2jidx z at the 
discretization point Xi = i ax with ax = 1i(N + 1). In Eq. (2.5.6), the un­
knowns are the derivatives!! and/;'. Two supplementary equations have to be 
considered in order to connect these derivatives with the function itself. In the 
usual finite-difference method/: and/? are explicitly expressed by formulas of 
the type (2.1.1). Here we consider instead two independent Hermitian for­
mulas: 

Hi [ah {3h 'Yh Ph ()J] = 0 

Hi [az, {3z, 'Yz, Pl, ()z] = 0 
i, = 1, ... ,N (2.5.7) 

Moreover, in order to close the system, it is necessary to add to the boundary 
conditions 

/0 = Vo, (2.5.8) 

Hermitian relations written at the boundaries or the differential equation eval­
uated at the boundary points associated with some Hermitian relations. 
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The resulting algebraic system is generally a 3 x 3 block tridiagonal sys­
tem, the unknowns being the vectors o/i = (J;,f; ,f;'). This system is solved 
by a matrix factorization method identical to the method described in Section 
2.1 for a simple tridiagonal system. 

Let us consider now, some specific Hermitian methods. 
Implicit formula for second-order derivatives: The method has been studied 
and applied by Hirsh (1975) and Adam (1975). It corresponds to a special 
choice of the Hermitian formula (2.5.7), i.e., 

al = f31 = 'YI = 0, PI = 1, 

and 

f32 = 0, 'Y2 = 1, 

which respectively give 

f:+1 + 4 f: + If-I - :x (J;+I - J;-I) = ° (2.5.9) 

and 

f " "" 12 r 
i+1 + 10 fi + fi-I - Lh 2 (Ji+1 - 2J; + J;-I) = ° (2.5.10) 

In this case, the system is closed in the following manner: (i) boundary 
conditions (2.5.8), (ii) Eq. (2.5.6) written at i = ° and i = N + 1, and (iii) 
noncentered Hermitian formulas: 

H.[O, 0, 0,1, -1] = ° 
HN[O, 0, 0, 1, 1] = ° (2.5.11) 

The relationships (2.5.9) and (2.5.10) are fourth-order accurate, while the 
relationships (2.5.11) are only third-order accurate. However, an increase in 
the truncation error near a limit where Dirichlet conditions are imposed does 
not necessarily destroy the accuracy of the numerical solution. It has been 
shown (Peyret, 1978b) that the error of the numerical solution with respect to 
the exact solution is in the case where Vo = I, VI = 0: 

i=I, ... ,N (2.5.12) 

where <I>(Xi) has been defined by Eq. (2.3.8b) and 8 = Alv. 
The solution of the problem requires inversion of a 3 x 3 block tridiagonal 

matrix. However, it is possible to reduce the dimensions of the blocks by using 
(Adam, 1975) a linear combination of (2.5.6) aU - I, i, and i + 1 along with 
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(2.5.10) in order to eliminate the second-order derivativesH-J,j;' , andfi~I' In 
this case, the blocks are 2 x 2, with the unknown being the vector I/Ji = 
(fi,Ji)· 

The method has been applied to the solution of the Navier-Stokes equations 
in stream-function vorticity variables by Hirsh (1975), Mehta (1977), Daube 
and Ta Phuoc Loc (1978), Ta Phuoc Loc (1980) (see Section 6.6.2), Bontoux 
et al. (1978), Lecointe and Piquet (1981), and also by Rubin and Khosla (1977) 
in the spline approximation formulation. For the Navier-Stokes equations in 
primitive variables, the method has been used by Elsaesser and Peyret (1979), 
Elsaesser (1980), and Ghia et al. (1979). 

When applying the method to the Navier-Stokes equations in primitive 
variables, it has been found (Elsaesser and Peyret, 1979) more practical not to 
close the system by considering the momentum equation at the boundaries as 
mentioned above for the model equation (2.5.6). The reason is to avoid eval­
uation of the pressure gradient at the boundary. In the present differential 
equation problem (2.3.1), the technique is to replace Eq. (2.5.6) written at 
points i = 0 and i = N + 1 by the fourth-order accurate Hermitian formulas: 

HI [1, !, t 0, 0] = 0, HN [1, -!, t 0, 0] = 0 (2.5.13) 

The main part of the error Ei corresponding to this choice is again given by 
(2.5.12). 
Explicit formula for second-order derivatives: The second-order derivative j;' 
can be expressed in terms of the values of the function and of the first-order 
derivative at neighboring points (Adam, 1977). Such an expression is obtained 
from the general Hermitian formula (2.5.4) with a = 'Y = 1 and 
f3 = p = (J = 0, so that 

(2.5.14) 

This expression is fourth-order accurate. The unknowns I/Ji = (fi, ff) are then 
solutions of the 2 x 2 block tridiagonal system obtained from Eqs. (2.5.6), 
relations (2.5.9) and (2.5.14), the boundary conditions (2.5.8), and the re­
lations (2.5.11). 

For problem (2.3.1) such a method leads to an error Ei = fi - f(xi) of the 
order ax4 but slightly larger in magnitude than (2.5.12). However, when 
applied to a complex problem as the solution of the Navier-Stokes equations 
in velocity-pressure variables (Elsaesser and Peyret, 1979), the explicit for­
mula (2.5.16) has produced results with an accuracy comparable to those given 
by the implicit formula (2.5.10). 

2.5.2 MehrsteUen and OCI methods 

The Mehrstellen method, used by Krause et al. (1976), for the solution of 
the boundary layer equations is slightly different from the two above methods 
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in the sense that four independent Hermitian formulas are considered instead 
of the two formulas (2.5.7). More precisely, the four relations 

Hi [0, -1, 1,0,0] = 0, 

Hi [0, 1, 1, 0, 0] = ° 
Hi [0, 0, 0, 1, 0] = ° 

Hi [1,0, 1,0,0] = ° 
(2.5.15a) 

(2.5. 15b) 

associated with Eq. (2.5.6) written simultaneously at i-I, i, and i + 1, leads 
to a system of seven algebraic equations from which the derivativesJf-l,ff , 
J:+ I, and J;'-I ,J;' ,J;'+ I are eliminated. Therefore, there results a finite-difference 
equation involving only the values of the unknownj;-J. j;, j;+J. which along 
with the boundary conditions (2.5.8) forms a tridiagonal system that is easily 
solved. The accuracy of such a method is fourth order and the error 
Ei = j; - J(Xi) is comparable in magnitude with the error given by the explicit 
elimination technique of the previous section. 

The standard operator compact implicit (OCI) method developed, in partic­
ular, by Ciment et al. (1978) leads to a finite-difference equation identical to 
the equation given by the above Mehrstellen method. However, the way to 
derive this equation is different and can be used to construct generalized OCI 
schemes (Berger et al., 1980; Lecointe and Piquet, 1981). Let us describe the 
method for the general linear differential second-order problem: 

L(j)=G, O<x<1 

J(O) = UO, J(1) = U I 

(2.5.16a) 

(2.5. 16b) 

The construction is based upon the linear form between L (J) and the func­
tion! 

(3IL (j;+I) + f30L(j;) + (3-IL(j;-I) = alj;+1 + aoj; + a-Ij;-I. (2.5.17) 

We assume that parameters aj and (3j with j = -1, 0, 1 can be found so that 
Eq. (2.5.17) represents, to some order, the correct relationship between the 
function and its derivatives through the differential equation (2.5.16a). Then, 
by replacing the quantity L(j) by G in (2.5.17), one obtains the 
finite-difference equation 

alj;+1 + aoj; + a-Ij;-I = {3IGi+1 + f30Gi + {3-1 Gi- I (2.5.18) 

which, with the boundary conditions (2.5.16b), leads to a linear algebraic 
system with a tridiagonal matrix. 

The determination of the coefficients aj, {3j is accomplished the same way 
as for the Hermitian formula (2.5.1)-by employing Taylor expansions in 
(2.5.17). An equation analogous to (2.5.2) results. 

The standard OCI scheme is obtained by considering Eqs. (2.5.3) with 
K = 4. This system of five homogeneous equations determines five of the 
coefficients aj> {3j' in terms of one unknown as previously noted. The resulting 
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finite-difference equation is fourth-order accurate; it is identical to the equation 
given by the Mehrstellen method. 

The generalized OCI schemes (Berger et al., 1980) are constructed by using 
three equations Ak = 0, k = 0, 1, 2 and two equations Ak = O(~X4), 
k = 3, 4. By proceeding in this manner fourth-order accuracy is conserved and 
some arbitrariness remains which can be used to require special supplementary 
properties: diagonal dominance of the associated matrix and existence of a 
discrete maximum principle for example. 

2.6 Solution of a One-Dimensional Linear Parabolic Equation 

Let us consider the linear parabolic equation 

aJ + A aJ _ v a~ = 0 
at ax ax 2 ' 

A = const, v = const > 0 (2.6.1) 

The simplest scheme that can be used to solve this equation is the explicit 
scheme: 

17+1 - J7 + A J7+1 - J7-1 _ v17+1 - 2J7 + 17-1 = 0 
~t 2 ~x ~X2 

(2.6.2) 

where ~x and ~t are, respectively, the mesh size and the time step so that the 
plane (x, t) is discretized as x = i ~x, t = n ~t where i and n are integers. In 
Eq. (2.6.2), J7 == J(i ~x, n ~t). The numerical solution 17, given by Eq. 
(2.6.2), must converge to the exact solutionJ(i ~x, n ~t) ofEq. (2.6.1), when 
~x and M ~ 0 at a given point (i ~x, n M). The Lax equivalen~e theorem 
states that, for a well-posed initial-value problem associated with a linear 
equation of evolution and approximated with a consistent scheme, stability is 
a necessary and sufficient condition for convergence. 

We now define briefly consistency and stability in a simplified manner. For 
a rigorous analysis, see the book by Richtmyer and Morton (1967). 

Equation (2.6.1) is written in the general form: 

(:t+L)J=O (2.6.3) 

and scheme (2.6.2) as 

AI 17+1 + Ao17 = 0 (2.6.4) 

where AI and Ao are two difference operators defined here by 

Adi = [fi = fi 
Aofi = [-[ + M(A ~~ - v ~xx)]fi (2.6.5) 
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where I is the identity operator and 

0_ 1 
fl.x /; - 2 fl.x (fH 1 - /;-1) 

1 
fl.xx/; = fl.x2 (/;+1 - 2 /; + /;-1) (2.6.6) 

Consistency is the property of scheme (2.6.4) to represent correctly Eq. 
(2.6.3). That is to say, any regular solution of (2.6.3) must satisfy Eq. (2.6.4) 
with an error tending towards zero when fl.x, fl.t ~ O. This error is called the 
truncation error and defined by 

1 
~ = fl.t [Ad(i fl.x, (n + 1) fl.t) + Aof(i fl.x, n fl.t)] (2.6.7) 

wherefis a regular solution of Eq. (2.6.3). The consistency is 

when fl.x ~ 0 and fl.t ~ 0 (2.6.8) 

The practical study of consistency is carried out by means of Taylor expansion 
around point i fl.x, n fl.t so that 

and 

~ = (af + A af _ " ay) + fl.t aY + fl.r (A ay _!. a~) 
at ax ar 2 at2 6 a~ 2 a~ 

(2.6.9) 
+ O(fl.t2, fl.~) 

The first term on the right-hand side of this equation is zero because f is a 
solution of (2.6.1). The truncation error is 0 (fl.t, fl.r); therefore the scheme 
is consistent and said to be of first-order accuracy in time and second-order in 
space. 

The definition of stability used in this book is that if the initial data associated 
with Eq. (2.6.3) is decomposed in Fourier space as 

00 

f(x, 0) = L FO(k) exp(ih), where i = v=I (2.6.10) 
k=-oo 

any component Fn+1 (k) computed from scheme (2.6.4) must not be amplified 



2.6 Solution of a One-Dimensional Linear Parabolic Equation 39 

when time is increasing. Let us consider one component of (2.6.10). The 
finite-difference equation (2.6.4) admits a solution of the form 

f7 = P (k) exp(iki ax) (2.6.11) 

so that the numerical solution, approximating the exact solution, can be written 
00 

f7 = 2: P(k) exp(iki ax) (2.6.12) 
k=-oo 

with F O given from (2.6.10). The stability indication is that iP(k)i remains 
bounded for any k and n ~ 00. Introducing (2.6.11) into (2.6.4), we obtain an 
expression of the form 

glFn+1 + go Fn = 0 

or 

-go 
p+1 = g Fn with g = - (gl '* 0) (2.6.13) 

gl 

The coefficient g is called the amplification factor. From (2.6.13), we obtain 
p+1 = gn+1 FO (where the superscript n + 1 in g means a power). Therefore, 
the condition of stability (strict Von Neumann condition*) is 

(2.6.14) 

for any value of k ax so that 0 ::; k ax ::; 21T. 
Instead of carrying out a special analysis of the amplification factor g corre­

sponding to scheme (2.6.2), we shall now study the stability of the more 
general two-level, three-point scheme approximating Eq. (2.6.1). This scheme 
is written 

f n+1 + f n+1 + f n+1 - fn + fn + fn al HI ao i a-I i+1 - al i+1 ao i a-I i-I 

where the coefficients aj and aj must satisfy the minimal condition 

(al + ao + a-I) - (al + ao + a-I) = 0 

(2.6.15) 

expressing the fact that Eq. (2.6.1) has only derivatives (and no term f). 
Without the loss of generality we can prescribe 

(2.6.16) 

The supplementary conditions necessary to ensure consistency will not be 
specified in the general case. Introducing (2.6.11) into (2.6.15), we obtain the 
amplification factor: 

1 - (al + a-I) + (al + a-I) cos k ax + i (al - a-I) sin k ax 
g = 

1 - (al + a-I) + (al + a_I) cos k ax + i (al - a-I) sin k ax 
(2.6.17) 

*The proper Von Neumann condition is Igl ::s; I + O( Ilt). 
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After straightforward calculations, we obtain 

2_ __ [(BI-B)X+CI-C] 
Igl - gg - 1 - X B 'X 2 + C'X + 1 

with 

X = ~(1 - cos k Ax), B = 16al a-I 

C = 4 [(al - a_I)2 - (al + a-I)] 

The condition Ig I ::5 1 is satisfied if and only if 

(B I - B) X + C I - C ;::: 0 

which is obtained if 

for 0 ::5 X ::5 1 

(C ' - C) ;::: 0, B'-B+C'-C;:::O 

Or in tenns of the coefficients of (2.6.15), 

(al - a_I)2 - (al - a_I)2 - (al + a-I - al - a-I) ;::: 0 

4 (ala-I - ala-I) + (al - a_I)2 - (al - a_I)2 

- (al + a-I - al - a-I) ;::: 0 

Now, for the particular scheme (2.6.2), we have 

ao = 1, 

2." At 
ao = 1 - Ax 2 ' 

and the conditions (2.6.18) reduce to 

and 

(2.6.18) 

(2.6.19) 

If we introduce the algebraic Reynolds number of the mesh, R, defined by 

R =A Ax 
." 

conditions (2.6.19) can be written 

and 
1 

S::5-
2 

(2.6.20) 

where S = ." At / Ax2 and the domain of stability is shown in Fig. 2.6.1 (the 
domain lies below the curve CD). 

Note that, if S = !, scheme (2.6.2) identifies with the Jacobi procedure for 
solution of the algebraic system resulting from the difference equation 
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Fig. 2.6.1 Domain of stability from conditions (2.6.20) and (2.6.24) in the IRI,S plane. 

A !::.~f; - v!::.xxf; = 0 (2.6.21) 

Figure 2.6.1 shows that if S = ~ then IR I ~ 2, and this is nothing more than 
the condition of diagonal dominance for the matrix associated with (2.6.21). 

2.6.1 EtTect of instability 
Let us assume that computations are made with scheme (2.6.2) and a given 

value of !::.x. If!::.t is chosen satisfying condition (2.6.19), the results are correct 
and the error of the numerical solution is of the order of the truncation error. 
On the other hand, if !::.t is chosen too large to satisfy condition (2.6.19), the 
numerical results exhibit oscillations that grow very rapidly, and after a few 
time steps their amplitude is infinite so that an "overflow" is registered by the 
computer. The phenomenon is characteristic of instability. In other cases, for 
example, in the case of a nonlinear equation, the instability could be more 
difficult to discover because no overflow appears and the amplitude of oscil­
lations can remain bounded. (This phenomenon is experienced with the leap­
frog scheme for the nonviscous equation.) 

2.6.2 Noncentered schemes 
The first condition, (2.6.19), shows that for a fixed value of A, the allowed 

time step !::.t is very small when v is small. As a result the centered scheme Eq. 
(2.6.2) is difficult to apply when v / A 2 is too small and impossible to use for 
the pure advection equation (v = 0). 
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A remedy for this problem of stability is to use a noncentered approximation 
for the first-order derivative-the direction of this noncentered difference being 
determined by the sign of A. Let us assume that v = O. Equation (2.6.1) is then 
a pure advection equation and the general solution isf=</J (x - At), where </J 
is an arbitrary function (determined by the initial condition). The form of the 
exact solutionf=</J (x - At) shows thatfremains constant along the character­
istic line x - At = ct; so that, at a fixed point (x, t) the information comes 
from a well-determined direction characterized by the value A. Therefore, if 
A > 0, the information propagates in the direction x > 0 and it is easily 
understandable that a backward difference will be used. On the other hand, if 
A < 0, the information propagates in the direction x < 0 and a forward differ­
ence should be used. Such an approximation, which is called an upwind 
difference, is then closely related to the notion of domain of dependence. 

The simpler noncentered difference scheme for approximating (2.6.1) can 
be written 

L (f7+1 - fn + 2 ~x [(1 - E) (f7+1 - fn + (1 + E) (f7 - f7-1)] 

- :X2 (f7+1 - 2f7 + f7-1) = 0 
(2.6.22) 

where E = sign (A). This scheme is of the general form (2.6.15), and the 
criterion of stability is derived from conditions (2.6.18). In this case we find 
the only criterion 

~X2 
~t=---~ 

2 v + ~x!A1 
or, by introducing the mesh Reynolds number IRI, 

v Ilt 1 
S = ~X2 ~ 2 + IRI 

(2.6.23) 

(2.6.24) 

the domain of stability (below the curve ®) in the plane (IR I, ~s shown 
in Fig. 2.6.1. When v = 0, criterion (2.6.23) becomes (curve \l) of Fig. 
2.6.1) 

~x 
~t ~ !AI (2.6.25) 

which is called Courant-Friedrichs-Lewy condition (CFL) and is character­
istic of the explicit discretization of a hyperbolic equation (Courant etal., 
1928). 

From (2.6.23) we note that scheme (2.6.22) cannot be stable if the CFL 
condition is not satisfied. Figure 2.6.2 shows the various domains of stability 
in the plane S = v ~t / Ilx 2, 111 = !AI Ilt / Ilx which is more appropriate than 
the plane (IRI, S) for the case where v ~ O. Regions I and II in Fig. 2.6.2 are 
respectively the domains of stability set by conditions (2.6.19) and (2.6.23). 
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1 .0 Fig. 2.6.2 Domain of stability set by 
conditions (2.6.20) and (2.6.23) in 
the Irl, S plane. 

As we did in Section 2.3 we can introduce an upwind-weighted scheme by 
using the differences described in that section. For Eq. (2.6.1), the scheme is 
written 

~t (J7+1 - in + 2 ~x [(1 - a) (f7+1 - in + (1 + a) (fi - ii-I)] 

- :X2 (ii+1 - 2i7 + ii-I) = 0 
(2.6.26) 

where a is an arbitrary constant. If a = € = sign (A), we recover scheme 
(2.6.22), and if a = 0 we recover the centered scheme (2.6.2). The conditions 
of stability are 

2v~t+aA ~t::;1 
~X2 ~ (2.6.27) 

2v ~t _ A 2 ~t2 + aA ~t ;::: 0 
~X2 ~X2 ~ 

If aA > 0, the first condition of (2.6.27) implies aA ~t / ~x :5 1 and the 
second condition of (2.6.27) is automatically satisfied. 

The truncation error associated with scheme (2.6.26) is 

at a'i _ ~x aA a'i + 0 (~2 ~X2) 
2 at2 2 ax2 t , 

so that the term in ~x has a dissipative effect if aA > O. 
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The interest of the weighted scheme (2.6.26) is its stability when v is small 
and its truncation error (proportional to a) which can be minimized with a value 
of a such that a = y sign(A), with 0 < Y < 1. 

The explicit schemes that have been considered are easy to employ, but the 
condition of stability is restrictive when the diffusive coefficient v is small. 
This restriction can be slightly reduced by using upwind schemes but in this 
case the accuracy in space is reduced except if a three-point noncentered 
difference [of type (2.1.4a) and (2.1.4b)] is used. The use of such a difference 
is possible but it necessitates a special treatment of the boundary points. 

We shall see later when considering schemes for a nonlinear parabolic 
equation, that it is possible to derive an explicit scheme of second-order 
accuracy in space as well as in time with a stability criterion of the CFL type 
when v ~ O. However, next we shall describe a scheme that is often used to 
calculate steady-state solutions: the leapfrog DuFort-Frankel scheme. It is an 
explicit scheme with good stability properties. 

2.6.3 Leapfrog DuFort-Frankel scheme 
This is a three-level time-difference scheme which for Eq. (2.6.1) is written 

2 ~t (J7+l - 17-1) + 2 ~x (J7+1 - 17-1) 
(2.6.28) 

- :X2 [J7+1 - (17+1 + 17-1) + 17-1] = 0 

It is easy to see that the scheme is effectively explicit because 17+ I can be 
expressed in terms of the solution at previous times. However, the scheme is 
not unconditionally consistent with the original Eq. (2.6.1). Scheme (2.6.28) 
can be written 

+ :X2 (17+1 - 217 + 17-1) = 0 
(2.6.29) 

and it is easy to see that the last term corresponds to an approximation of the 
time-derivative term: 

v Ilt 2 iPI 
Ilx 2 at2 

Therefore, scheme (2.6.28) is consistent with (2.6.1) if and only if 
v Ilt2/ Ilx2 ~ 0 where Ilt ~ 0 and Ilx ~ O. The study of the stability of 
(2.6.28) is more complicated because three levels in time are involved. The 
scheme is not of the general form (2.6.15). 
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To study the stability, we consider solutions of the form f7 = 
p exp(iik ~), so that Eq. (2.6.28) yields 

(1 + 2S) p+l - 2 (2S cos k Ax - iT sin k Ax)Fn - (1 - 2S) Fn- 1 = 0 

Assuming that Fn+1 = g F n = g2 F n- 1, we obtain the quadratic equation 
satisfied by the amplification factor g: 

(1 + 2S)g2 - 2 (2S cos k Ax - i T sin k Ax)g - (1 - 2S) = 0 
(2.6.30) 

This equation can be obtained by another approach shown in Appendix A on 
stability. 

The stability requires that the roots g of (2.6.30) satisfy the condition Igl :S 1 
for 0 :S k ~ :S 21T. It can be shown (using theorem of Appendix A) that 
stability of the leapfrog DuFort-Frankel scheme is obtained if the CFL condi­
tion 111 :S 1 is satisfied. That is to say, the stability is independent of the 
viscosity. 

2.7 Solution of One-Dimensional Nonlinear Parabolic and 
Hyperbolic Equations 

We now consider finite-difference methods for the solution of 

a f + aG (f) _ JJ a2 f = 0 
at ax ax2 

(2.7.1) 

where JJ = const > O. When v = 0, Eq. (2.7.1) becomes a hyperbolic equa­
tion of conservation law type: 

af + aG(f) = 0 
at ax (2.7.2) 

In this case, solution of (2.7.2) admits discontinuities (a weak solution). If the 
discontinuity satisfies an inequality called the entropy condition (Oleinik, 
1957; Lax, 1957), the weak solution of an initial-value problem in 
-00 < x < 00 is unique. Moreover, it has been proven (Oleinik, 1957) that 
when JJ ~ 0 the viscous solution of an initial-value problem associated with 
(2.7.1) tends toward the weak solution of Eq. (2.7.2) with the same initial 
condition. 

Therefore, when JJ is small, the solution of Eq. (2.7.1) will have the same 
behavior as the solution of Eq. (2.7.2) for regions not close to a boundary. For 
example, in the case of compressible viscous flow, when the Reynolds number 
is large, there can exist thin regions in the main flow where the gradients are 
very large. If the fluid is not viscous, these regions will be shock waves, i.e., 
true mathematical discontinuities. When viscosity is small but not zero, the 
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thickness of a region with large gradients is so small that it generally cannot 
be described by a finite-difference mesh, and the numerical viscous solution 
behaves like a nonviscous solution. As a result, a numerical scheme devised 
to solve Eq. (2.7.1) with small values of v must be able to calculate the 
discontinuous solution. For this reason, the methods generally used are direct 
extensions of methods devised for (2.7.2). When v is not small, so that the 
solution is viscous everywhere, the methods in the previous section can be 
applied. The schemes which follow will focus on one equation, but they can 
be extended to systems of equations without significant difficulty. 

2.7.1 Inviscid methods 
Some explicit schemes for the solution of the nonviscous equation (2.7.2) 

are briefly presented here. We first comment on the first-order methods in space 
as well as in time. These methods are generally based upon a noncentered 
discretization of the space derivative. Such schemes include upwind schemes 
(Courant et al., 1952) which were described in the previous section and major­
ant schemes which are a generalization of upwind schemes for a system of 
equations. More precisely, assume that (2.7.1) is a hyperbolic system, so that 
the eigenvalues of the matrix A (f) = dG (f) / dl are all real. The matrix A (f) 
can then be decomposed into a sum of two matrices A + (f) and A - (f) whose 
eigenvalues are all nonnegative and nonpositive, respectively. A backward 
difference is then used for the derivative. associated with A + and a forward 
difference for the derivative associated with A -. Majorant schemes used for 
equations written in nonconservative form have been proposed and studied by 
Anucina (1964) and Yanenko and Shokin (1969). These schemes have been 
considered by Warming and Beam (1978) and Steger and Warming (1981) for 
equations written in conservative form. 

Among other first-order methods, we note the Lax scheme (1954) which was 
one of the first methods able to handle discontinuities. It has been shown by 
Lax and Wendroff (1960) that discontinuous solutions can be computed with­
out special treatment of the discontinuity if the differential equation is consid­
ered in a conservative form (2.7.2) and if the scheme is conservative. A 
two-level explicit scheme in time is said to be conservative if it is of the general 
form 

I?+I = I? - !: [H(f?+j' ... ,f?-j+1) - H(f?+j-I, ... ,f?-j)] 

(2.7.3a) 

where H is a function of 2j arguments which must for consistency satisfy the 
requirement 

H(f, ... ,f) = G(f) for any 1 (2.7.3b) 

Only methods of this type (shock-capturing) are described in this book. We 
refer to Richtmyer and Morton (1967) and Moretti (1974) for methods (shock-
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fitting) in which the shock waves are considered in a special manner using 
explicitly the Rankine-Hugoniot conditions. 

A second-order method for inviscid equations was proposed by Lax and 
Wendroff in 1960. This scheme is based upon a Taylor series expansion with 
respect to time and limited to the third order, i. e. , 

af 1 a2j 
f(x, t + at) = f(x, t) + at at + "2 at2 at2 + O(at3) (2.7.4) 

The derivatives af / at and a2f / at2 are calculated from the original Eq. (2.7.2): 

af aG 
-=--
at ax 

a2f _ a2G _ a (aG) _ a (dG af ) _ a (A aG) 
at2 - - ax at - - ax at - - ax df at - ax (f) ax 

By introducing these expressions into (2.7.4) and approximating derivatives 
with centered differences, we obtain the Lax-Wendroff scheme: 

f n+1 - fn at (Gn Gn ) 
i - i - 2ax HI - i-I 

+ 2~~2[Ai+I/2(Gi+l - Gi) - Ai-I/2(Gi - Gi-I)] (2.7.5) 

where Af+I/2 is generally defined by 

An - A(fi+l + fi) 
HI/2 - 2 

Note that scheme (2.7.5) is of the general conservative form (2.7.3) with 
j=land 

at (a + b) H(a, b) = HG(a) + G(b)] - 2 ax A -2- [G(a) - G(b)] 

The stability of such a scheme is studied by assuming A (f) = const and the 
criterion is the CFL condition: 

\A (f) I ~ :5 1 
ax 

In the case where Eq. 
replaced by 

at 
IAinl ax:5 1, 

(2.7.6a) 

(2.7.2) is a vector equation, condition (2.7 .6a) is 

k = 1, ... ,m (2.7.6b) 

where the Ak are the eigenvalues of the matrix A (f). This last condition can be 
expressed in geometrical terms: The numerical domain of dependence of 
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scheme (2.7.5) must contain the domain of dependence of the differential 
equation (2.7.2). 

In the case where (2.7.2) is a vector equation, scheme (2.7.5) needs the 
evaluation of matrices Ai+I/2 and A i- I / 2• In order to avoid this evaluation, 
Richtmyer (1962) proposed a two-step version of the Lax-Wendroff scheme. 
This version, which is often called the two-step Lax-Wendroff scheme, is 
identical to the original scheme (2.7.5) in the one-dimensional case with 
A = const. After Richtmyer, several two-step schemes were proposed. 
Among them, the scheme proposed in 1969 by MacCormack quickly became 
popular because of its simplicity and attractive properties when computing 
shock waves. 

In 1973 Lerat and Peyret (1973b, 1974b, 1975) proposed a generalization of 
these two-step schemes. More precisely, they looked for the most general 
schemes with the following characteristics: 

1. explicit conservative form; 
2. two-step predictor-corrector type; 
3. three-point, two-level (the solution ofj7+' depends only on three values 

of 1 at level n); 
4. second-order accurate in time and in space. 

The schemes having all these properties form a general class depending on the 
two parameters a and f3 which characterize the location of the point where the 
predictor]; is calculated (Fig. 2.7.1). These schemes, called S~, are written 

]; = (1 - (3)17 + f317+1 - a !: (G7+1 - Gf) (2.7.7a) 

17+1 = f7 - 2 !t,6.x [(a - (3) G?+I + (2f3 - 1) G7 

+ (1 - a - (3) G7-1 + ai - ai-I] (2.7.7b) 

where ai == G(];), a #= o. 
The second step, (2.7.7b), can also be written in a form more appropriate 

for numerical calculation: 

I I 
f-Sl'lx-. -Sllx-, 

n+I --~----~------~----~I-------Qr--
I I 

n+a --
I 

- - -0 - - - - - - - -6- - - - - --T -
I I -

- f 
I f i - I I i aM 

n 

i-I 

I I 1 
l 

i i+I 

Fig. 2.7.1 Location 
of point where predictor 
values j. are calculated. 
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f7+ 1 = 21 2 {(1 - (3)(1 - a - (3)f7-1 + [2[3(1 - (3) - a(1 - 2a)]ff a . 

- [3(a - (3)ff+1 - (1 - a - (3)fi-1 + (a - (3)fi} 

at ~ ~ 
- 2 a ax(Gi - Gi- I) (2.7.7b') 

because it does not need the storage or recalculation of Gf. Note that for 
schemes (2.7.7a) and (2.7.7b) the corresponding function H considered in 
(2.7.3) is such thatj = 1 and 

1 
H(a, b) = 2a[(a - (3)G(a) - (1 - a - (3)G(b)] 

1 { at } + 2a G {3a + (1 - (3)b - a a)G(a) - G(b)] 

In the linear case where A = dG / df = const, it is easy to verify that all the 
s~ schemes are identical with the Lax-Wendroff scheme (2.7.5), where 
Af+I/2 = Af-I/2 = A so that the condition of stability is (2.7.6). 

All the finite-difference schemes having the four properties above belong to 
the class of s~ schemes. If a = {3 = !. the predictor is computed at the center 
point of the cell: This is the two-step version of the Lax-Wendroff scheme 
introduced by Richtmyer (1962). If a = 1, {3 = t we obtain the scheme 
proposed by Rubin and Burstein (1967). More generally, the schemes Sr/2 have 
been considered by McGuire and Morris (1973). 

The schemes corresponding to a = 1 and {3 = 0 or {3 = 1 are the two 
versions of the MacCormack (1969) scheme. In this case, the "predictor fi is 
computed at the same point as the final valuef7+1. If {3 = 0, J; is defined at 
Xi = i ax and calculated with a forward spatial difference and f7+ 1 with a 
backward difference. If {3 = 1, fi is defined at Xi = (i + 1) ax and calculated 
with a backward difference while the computation of f7+ 1 makes use of a 
forward difference. 

The class of schemes sg and Sr were considered by Warming, Kutler, and 
Lomax (1973). As numerical experiments (Lerat and Peyret, 1973a, b, 1974b, 
1975) show, the various S~ schemes give nonidentical results, in particular, for 
the case of shock waves. Some lead to shock profiles strongly oscillating, 
others to profiles more regular and in some cases totally monotonic. These 
differences in behavior of the numerical solution appear in the nonlinear case 
only because all the schemes are identical when A (f) = const. 

A simple and very useful way, although heuristic in nature, to compare the 
properties of the various schemes is to make an analysis of the "equivalent 
equation." For a numerical scheme that approximates the differential equation 
(2.7.2) with an error of order p and (F = at/ax of order 1, we call an 
equivalent equation of order q the differential equation that is approximated by 
the same scheme but with an error of order q, where q > p. In other terms, the 
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scheme is expected to give results nearer to the solution of the equivalent 
equation that to the solution of the original equation. 

This equation is constructed first by employing Taylor expansions in the 
manner used for the determination of the truncation error. Then the time 
derivatives in the error terms are eliminated by expressing them through re­
peated differentiation of the expanded equation (not the original equation). For 
details see Warming and Byett (1974) and Lerat and Peyret (1975). 

In the case of schemes (2.7 .7a) and (2.7 .7b), the equivalent equation of third 
order is written* 

of + aG(f) = dx2 ~{(U2A2 _ 1) a2G _ ~ dA ~(f3f-auG) 
at ax 6 ax ax 2 2a df ax 

x -[(13 - 1)f-auG] + 20'2 - -a dA (aG)2} 
ax df ax 

(2.7.8) 

where 0' dx = dt. Now, if we consider the numerical results given by the 
scheme as an approximation of the exact solution of the differential equation 
(2.7.8) with the initial condition of the original problem, a study of the nature 
of Eq. (2.7.8) would lead to information about the behavior of the numerical 
solution. Such a study will permit one to compare the properties of the various 
schemes Sp. For example, assuming G(f) = P/2, the equivalent equation 
(2.7.8) becomes 

of + ~ fP) = dx2 [El ay _ E2 of 0'1 + E3 (af )3] 
at ax \2 ax3 ax ax2 ax (2.7.9) 

with 

Now, we can make a heuristic study of the nature of the partial differential 
equation (2.7.9) by considering the effect of the odd and even higher deriva­
tives. The term T\ = E\ 03 f / ax 3 is of a dispersive nature and leads to disper­
sive oscillations in the computed solution. If G(f) = Af, A = const, this term 
T\ is the only one that would remain in the equivalent equation. It is the same 
for all the Sp schemes. The term T2 = - E2 (of / ax)( a2f / ax2) can be defined as 

*We refer to Lerat and Peyret (1974b, 1975) for general hyperbolic systems and application to Gas 
Dynamics. 
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a dissipative term if E2(f) af /ax < 0 and antidissipative if E2(f) af /ax > o. 
Hence, according to the sign of E2 af I ax, this term can have a positive benefit 
by damping the possible oscillations created by the dispersion terms, or a bad 
effect by creating new oscillations. The third term, E3 (af /aX)3, is a differential 
order lower than the two previous terms and its effect is generally negligible: 
This fact has been verified by several numerical experiments. 

In the case of a compression or shock wave (af I ax < 0), the scheme is 
dissipative if E2 > O. On the other hand, in the case of a rarefaction 
(af lax> 0), the scheme is dissipative if E2 < O. Therefore, it is not possible 
to have a scheme with good dissipative properties in all possible events. 
However, an optimal scheme can be defined by the conditions 

E2 ;::: 0 for any 11 so that - 1 :s; 11 :s; 1 ( i) 

Max (E2) is minimal (ii) 
-ISTJSI 

Condition (i) means that the optimal scheme is dissipative in any com­
pression or shock wave and, due to condition (ii), the effect due to the posi­
tiveness of E2 is the weakest possible. The unique set of (a, 13) which satisfies 
(i) and (ii) is 

Vs 
a = 1 + 2 :::::: 2.118, 13 = ! 

Such an optimal scheme gives compression and shock profiles with very 
small spurious oscillations, or even without oscillations, when the dispersive 
error TI is sufficiently small (e.g., if a- = Ilt I Ilx is chosen so that a­
x max If I = 1). Moreover, due to condition (ii), the shock is smeared over a 
minimal number of discretization points. Numerical experiments show that, for 
various schemes of the class S~, the amplitude of the oscillations remains 
bounded even if the scheme is not everywhere dissipative at the order consid­
ered in Eq. (2.7.9). For these schemes, it seems that the weak instability 
created by the antidissipative term T2 is balanced by the effect of a term 

". = Ilx3 f2 ( 2f2 _ 1) a'i 
·14 8 a- a- ax4 

which would appear in the equivalent equation of fourth order. This conjecture 
is strengthened by a comparison between the equivalent equations correspond­
ing to the Lax-Wendroff scheme (2.7.5) (where G = P/2) and the leapfrog 
scheme 

17+1 = f7- 1 - !a-[(f7+1)2 - (f7_1)2] 

where a- = Ilt I Ilx. In both cases Eq. (2.7.9) is the same with 

EI = 6:(112 - 1), E2 = - ~(3112 - 1), 
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but, for the leapfrog scheme, the equivalent equation at fourth order does not 
involve the term T4 as it exists for the Lax-Wendroff scheme which is stable. 
This fact can explain the reason why the leapfrog scheme is unstable in the 
nonlinear case. See also Richtrnyer and Morton (1967) and Kreiss and Oliger 
(1973) for other approaches to nonlinear instability analysis. 

Finally, it should be noted that the presence of the dissipative term T4 can 
also explain the ability of the stable schemes S~ to select the weak solution 
satisfying the entropy condition. A deeper study of the properties of 
finite-difference schemes based upon the analysis of the equivalent equation 
can be found, for example, in works by Hirt (1968), Yanenko and Shokin 
(1969), Warming and Hyett (1974), Harten et al. (1976), Lerat and Peyret 
(1975), Peyret (1977), and Lerat (1981). 

In applications, it is often necessary to add an artificial viscosity term to 
some of the schemes described above. Such a term can be necessary (i) to select 
the solution satisfying the entropy condition, (ii) to prevent nonlinear in­
stabilities, and (iii) to damp spurious oscillations of the numerical solution. 

The concept of an artificial viscosity was introduced by Von Neumann and 
Richtmyer (1950), developed by Lax and Wendroff (1960), and since has been 
used in various forms in many works. In the simple case of the scalar equation 
(2.7.2) with G = f2/2, the Lax-Wendroff artificial viscosity consists of add­
ing to Eq. (2.7.5) or to Eq. (2.7.7b) the term (at/ax)Di with 

Di = !X[ 117+1 - f71 (f7+1 - f7) - If7 - f7-11 (f7 - f7-1)] 

where X is a positive constant of order unity. The stability of the modified 
scheme is then 

at (X2)1/2 X 
Lh IAI ~ 1 + 4 - "2 

which is more strict than the usual CFL condition. 
In the present case, the artificial viscosity term Di corresponds to a dis­

cretization of 

which is a viscosity term of the Von Neumann-Richtmyer type. For the 
schemes S~ with a term Di , the equivale!!! equation (2.7.9) has the same form 
except that the E2 must be replaced by E2, where 

£2 = {E2 + X 

E2 - X 

if of < 0 
ox 

if of > 0 
ox 
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The term 

- - dJiPJ 
T2 = - E2 dX dX2 

always has a dissipative nature if X > Max IE21 for 0 :5 n :5 1. 
Other ways of damping are discussed in the course of this book. 

2.7.2 Viscous methods 
The two-step explicit schemes which discretize a viscous equation like 

(2.7.1) with a truncation error of second order in time as well as in space are 
at least five-point schemes and some are even seven-point schemes. As a 
consequence, a systematic construction of such schemes leads to a general 
class of schemes with a large number of parameters. However, if we require 
that these schemes not be significantly asymmetrical with respect to the point 
XI = i Ax, the number of parameters can be reduced. If, moreover, we con­
sider only the schemes for which the second step does not involve the values 
if+2 andif-2' we obtain a generalization of schemes (2.7.7a) and (2.7.7b): 

- At 
". =S(I) + va­
J; I Ax2 

x ['Y(f7+2 - 2J7+1 + J7) + (1 - 'Y)(J7+1 - 2J7 + if-I)] 
A (2.7.10a) 

/7+1 = S~2) + 2; A~2 [(2a - 1)(/7+1 - 2/7 + 17-1) + (1 - (3) 

X (i7+1 - 2ii + ii-I) + f3<ii - 2];-1 + ];-2)] 

(2.7. lOb) 

In these equations S~l) and S~2) represent, respectively, the right-hand sides of 
Eqs. (2.7.7a) and (2.7.7b); i.e., the nonviscous part of the scheme. Schemes 
(2.7 . lOa) and (2.7 . lOb ) depend on the three arbitrary parameters a, f3, and 'Y, 
and they will be denoted by Sa,'Y' Among these schemes, we find the two-step 
Lax-Wendroff schemes (f3 = !) and the MacCormack scheme (f3 = 0 and 
f3 = 1) if 'Y is chosen so that 'Y = f3. 

The five-point schemes are characterized by the simultaneous conditions: 
'Y(1 - (3) = 0 and (1 - 'Y)f3 = O. These conditions are satisfied by the 
schemes sg,Q, Sf,l which are the direct extensions of the nonviscous schemes 
sg and Sf studied by Warming, Kutler, and Lomax (1973). 

Apart from the last schemes, all the others are seven-point schemes which 
are not convenient for boundary-value problems because they lead to 
difficulties near the boundaries. This point will be considered later. 

Due to this difficulty and because only the steady solution of Eq. (2.7.1) is 
often looked for, the first extension of the two-step Lax-Wendroff scheme S U~ 
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to the viscous case was a five-point scheme of first order (Ilt , Ilx 2) during the 
transient stage and second order (llx 2) at steady state (Thommen, 1966). Thus, 
if we look for the ge~eral five-point schemes with this property of accuracy, 
we find the schemes s~.'Y: 

f,-" = S(I) + va Ilt ['V(f~+2 - 2fn+ 1 + f~) , Ilx 2 " , , 

+ (1 - ,,)(/7+1 - 2fi + fi-I)] (2.7. 11 a) 

fi+ 1 = S~2) + v :;2 [fi+1 - 2/7 + /7-1] (2.7 .11b) 

The sche.!!le introduced by Thommen (1966) is SI;~.)/2' The schemes slt2:~W 
and sA,o or Sl,l are particularly interesting since they have the properties of the 
corresponding inviscid schemes and the second step, (2.7 .11 b), does not re­
quire the calculation of a viscous term with};. This clearly leads to a reduction 
in the computer time and an increase in efficiency over some of the other 
schemes. 

Due to the complexity of the amplification factor associated with schemes 
(2.7.10) and (2.7.11), exact criterion of stability are not known. However, by 
a numerical study of the amplification factor, it is possible to establish the 
domain of stability. Figures 2.7.2a and 2.7.2b show this domain in the plane 
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Fig. 2.7.2 (a) Curves of stability for schemes (2.7.10) (stable below curve): CD a = f3 = 'Y = 
(Richtmyer type); <D a = I, f3 = 'Y = 0 or 1 (MacCormack); 0 a = 1 + Vs/2, f3 = t 'Y = 
(Lerat-Peyret); @ CFL condition S = I/IRI; ® condition (2.6.24) S = 1/(2+IRI). 
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R = A !:1x / v, s = v!:1t / !:1x 2 for some particular schemes. 
Note that both schemes (2.7.10) and (2.7.11) reduce to the s~ schemes if 

V = 0, so that the CFL criterion is a necessary condition for stability. In the 
case where A = 0, it can be found that the condition 2v !:1t :s !:1x 2 is sufficient 
to insure stability provided y = f3 and a ~!. In the case of Thommen's 
scheme (a = f3 = y = !) the exact condition of stability is 
!:1t(A 2 !:1t + 2v) :s !:1x 2• The condition !:1t:s !:1x 2/(2 V + IA I !:1x) can be 
used, however, as a practical criterion (Figs. 2.7.2a and 2.7.2b). 

Now, we consider the parabolic equation 

a! + ~ [F(f) - v(f) a!] = 0 
~ ax ax (2.7.12) 

where v(f) is a positive function of f. This is the case of the compressible 
Navier-Stokes equations where generally the viscosity depends on the tem­
perature. If the function G (f) defined by 

G(f) == F(f) - v(f) a! ax 
is introduced, the resulting equation (2.7.12) takes the form 

8f+ aG =o at ax 

(2.7. 13 a) 

(2.7.13b) 

so that the associated second-order numerical schemes are formally given by 
Eqs. (2.7.7a) and (2.7.7b). 

In these schemes G7 = G(f7) and 6; = G(];) are defined by 

G7 == F7 - ~: [(f7 - 17-1) + y(f7+1 - 217 + 17-1)] (2.7.14a) 

- - M; - - - --
G; == Fi - !:1) (j; - !;-I) + [a + (1 - 2a) y] (ii+1 - 2ii + ii-I)] 

where M7 and Mi are approximations of v(f): 

I 

Mi = 2: mj v(f7+j), 
j=-I 

I 

M; = 2: mj v(];+j) 
j=-I 

The constants mj and mj must satisfy the conditions 

I I 

2: mj = 2: mj = 1 
j=-I j=-I 

and 

I I 

(2a - 1) 2: jmj + 2: j mj = 0 
j=-I j=-I 

(2.7.14b) 

(2.7.15) 

(2.7.16a) 

(2.7.16b) 
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Note the alternate choices of M7 and Mi are of the type 

Mf = .,,(.± mj /7+i) 
J=-I 

which is equivalent to the first definition to order t:..t 2 and identical if ." is a 
linear function of f 

Schemes (2.7.14) are five-point schemes if and only if a = 1, f3 is arbitrary, 
and 'Y = ° or 'Y = 1. Among them the most interesting are the MacCormack 
schemes with a = 1, f3 = 'Y = 0, ml = m_1 = 0, m-I = ml = mo = mo = ! 
ora = 1, f3 = 'Y = 1, m_1 = ml = 0, ml = m_1 = mo = mo = !because, in 
this case, the values are located symmetrically with respect to Xi = i t:..x and 
at points where the final values are computed. This fact avoids some of the 
difficulties encountered in the use of the schemes near a boundary. 

Note that if." = const, schemes (2.7.10) and (2.7.14) are identical under the 
following conditions: 

(i) a = !. 
(ii) a"* L 

f3 = !. 'Y arbitrary; 

f3 = a and 'Y = I or f3 = 1 - a and 'Y = 0. 

It is interesting to point out that the second step, (2.7. 14b), can be written 
in a form analogous to Eq. (2.7.7b '), while schemes (2.7.10) possess the same 
property only if the above conditions (i) and (ii) are satisfied. Finally, five-point 
schemes with first-order accuracy in time during the transient stage and second­
order accuracy at steady state analogous to (2.7.11) can be obtained for Eq. 
(2.7.12). The predictor step defining the provisional valuej; is again given by 
Eq. (2.7.7a) with G7 given by (2.7.14a), (2.7.15), (2.7.16a), and the second 
step defining the final value f7+ I is 

f !l+1 =f!l-~ 
I I 2a t:..x 

X [(0: - (3)F7+1 + (2f3 - I)F7 + (1 - 0: - {3)F7-1 + Pi - Pi-I] 

+ 2 ~x2[(v7+1 + v7) (/7+1 - fn - (.,,7 + v7-I) (f7 - i7-1)] 

(2.7.17) 

Note that the mean value !(Vi+1 + Vi) can be replaced by v[(fi+1 + fi)/2]. 

2.7.3 Boundary conditions 
In using general multistep methods, the question of how to obtain the values 

of the intermediate quantities on the boundary arises. The problem is delicate 
for the case of splitting methods (Yanenko, 1971) in which the finite-difference 
equation at each step is not consistent with the original equation. Also, in the 
alternating direction implicit methods, in which each step is consistent with the 
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original equation, an increase of the truncation error with respect to time 
appears for points adjacent to a boundary (Fairweather and Mitchell, 1967), if 
the exact time-varying boundary value is used to determine the value of the 
provisional value on the boundary. 

The same phenomenon appears in some of the predictor-corrector methods 
which have just been described. Let us consider, for example, the behavior of 
the MacCormack scheme at the first point i = 1 near the boundary x = ° on 
which the value ofthe function is known, i.e. ,f(O,t) = <p(t). The computation 
ofn+1 necessitates the knowledge ofjo. If the boundary condition is used, i.e., 
if we take jo = <p«n + 1) at), the truncation error at point i = 1 becomes of 
the order v !::.t / !::.X and this loss of consistency is present in the transient stage 
as well as in the steady state. The reason is that the final accuracy of the scheme 
results from a combination of the predictor and the corrector steps. This 
combination is effective for inner points which do not involve, in the corrector 
step, predicted values at boundary points. The problems arise mainly for 
schemes in which provisional values and final values are defined at the same 
points, since one is tempted to use the boundary value as the predictor value. 
For other schemes, in which f3 =1= ° or f3 =1= 1, like the centered (f3 = 1) 
Thommen-type schemes, the provisional value jo is not defined on the bound­
ary and it is usually computed by a modified finite-difference equation. An 
example is the use of (2.7 .lla) with y = 1 but care must be taken to compute 
j1 involved in the calculation of /7+ 1 by the same modified scheme. Methods 
in which the two steps correspond to the same finite-difference operator, such 
as the Brailovskaya (1965) or the Allen and Cheng (1970) schemes, do not 
present this loss of accuracy as pointed out by Cheng (1975). In the Mac­
Cormack scheme, due to the stability condition which implies 1J !::.t /!::.x = !::.x, 
the truncation error at point i = 1 becomes of the order !::.x. In this case, it is 
plausible that the error between the numerical and the exact solution remains 
O( !::.x2) everywhere. This conjecture, which has been verified numerically, is 
based on the analogous results obtained by Gustaffson (1975) for a linear 
hyperbolic equation. 

It is possible to obtain a more precise result even though restricted to the 
linear steady case. We consider the computation of the steady solution of Eq. 
(2.7.1) in the range ° < x < 1, associated with the boundary conditions 
/(0) = 1, /(1) = 0, obtained as the limit, when t ~ 00, to the numerical 
solution given by the MacCormack scheme with provisional values at bound­
aries taken equal to the exact boundary values. The finite-difference problem 
can be solved explicitly as explained in Section 2.3. Then, by assuming 
v !::.t /!::.x = !::.x, A !::.x / 1J < < 1 when!::.x < < 1, it is found that the error of the 
numerical solution with respect to the exact solution is 0 (!::.x 2) everywhere, 
even at a point near a boundary where the truncation error is 0 (!::.x). This result 
is in agreement with the general theory established by Kreiss (1972) concerning 
the rate of convergence of the numerical solution of boundary-value problems 
associated with ordinary differential equations. Similar results for a Dirichlet­
Poisson Problem were found by Bramble and Hubbard (1962). 
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A remedy to recover the unconditionally second-order truncation error, for 
the MacCormack scheme, is to compute a provisional value io using either the 
current scheme (2.7 . lOa) modified by a second-order noncentered approxi­
mation of the second derivative or scheme (2.7.10a) where f3 = 0, 'Y = 1. 
This last technique necessitates computing the final value f~+ I and the 
corresponding provisional values il and i2 with the same scheme f3 = 0, 
'Y = 1. Note that such a method is impossible to apply with Eq. (2.7.12) and 
the associated second-order schemes (2.7.7a), (2.7 .7b), and (2.7.14) except if 
Gi is no longer defined by (2.7. 14b) but rather by 

G. = p. _ V(j;+I) + v(j;) j;+1 - j; 
I I 2 ax 

which leads to a first-order accuracy in space. 
Another way that has been found to be efficient is based upon the remark that 

the two variants f3 = 'Y = 0 and f3 = 'Y = 1 have opposite leading part trun­
cation error. So, one simultaneously computes two values fi+ I.+ and fi+I.­
given, respectively, by each of the two variants and one defines the final value 
by the average f~+1 = (f~+I.+ + f~+l·-)/2. Note that two predictor values 
corresponding to the two schemes must be computed at i = 2. 

In conclusion, the degree of arbitrariness existing in the classes of schemes 
described above allows one to treat points near a boundary by using special 
approaches to reduce truncation error. However, care must be taken to avoid 
loss in stability of the boundary scheme. 

2.7.4 Implicit methods 
The limitation on the time step induced by the stability conditions associated 

with explicit schemes is often too restrictive in applications, and consequently 
implicit schemes are being used more and more to overcome this limitation. In 
the case of a one-dimensional linear equation such as Eq. (2.7.1), the two-level 
scheme 

where 0 :5 (J :5 1 with a leading truncation error 

at i [a f _ 2 (J (A af _ v a2J)] 
2 at at ax ax2 

and stability conditions 

2 (2 (J - 1) S + 1 ~ 0, (2 (J - 1) T2 + 2 S ~ 0 

(2.7.18) 

where S = 2 v at / ax2 and T = A at / ax, is particularly interesting in the 
case where (J = 1/2 (Crank-Nicolson scheme) because it is second-order 
accurate and unconditionally stable. At each time step the computational effort 
is a solution of a linear algebraic system with a tridiagonal matrix. 
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Another efficient scheme, second-order accurate and unconditionally stable, 
is the following three-level scheme: 

_1_ (3fn+l - 4f~ +f~-l) + (A ~o - v~ )fn+l = 0 2 Ilt I I I X xx I 
(2.7.19) 

As pointed out by Richtmyer and Morton (1967) such a scheme has the 
property of damping small-wavelength harmonics better than the Crank­
Nicolson scheme. This property can be beneficial in some applications. 

Both schemes can be written in a form (called the" Il form"; see Warming 
and Beam, 1978) which is particularly useful for multidimensional extensions. 
By introducing Ax = A Il~ - vllxx and the identity operator 1 , scheme (2.7.18) 
can be written 

[I + (Jilt Ax] 1l/7+1 = -Ilt Ax/7 

/7+1 = f7 + Ilf7+ 1 

and scheme (2.7.19) becomes 

[ I + 2 Ilt A] lli'n+1 = - ~ Ilt A fn + ! Ilf~ 3 x ~l 3 x I 3 I 

Other implicit schemes for linear one-dimensional equations can be found in 
the literature but no attempt will be made here to describe further results. 

In the case of nonlinear equations in which we are more interested because 
of application to fluid-mechanics problems, the nonlinearity, if it is treated 
fully implicitly, necessitates the use of an iterative procedure. When possible, 
the use of such procedures must be avoided. 

If the viscous term is dominant with regard to the nonlinear term, the 
implicitness can be associated principally with the viscous term. For this case 
the nonlinear equation (2.7.1) can be approximated with the leapfrog Crank­
Nicolson scheme to obtain 

_1_ (f~+1 - f~-I) + 1l0Gn -!!..Il (jn+l + fn-I) = 0 2 Ilt I I X I 2 xx I I 
(2.7.20) 

The accuracy is of second order in time as well as in space, and the stability 
is the CFL condition ITI = IA (f) lilt / Ilx :5 1 where A = dG / df. However, 
the scheme is known to be unstable in the nonlinear case if v = O. In this case, 
there exists a decoupling between two meshes. This phenomenon introduces 
oscillations in the numerical solution which can also exist when v is present but 
not large enough to prevent instability. The appearance of such oscillations is 
generally avoided by averaging the numerical solution periodically every few 
(15-25) time steps. A possible technique to average the numerical solution, at 
time N Ilt, for example, is the following (Orszag and Tang, 1979): 
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1. Compute a provisional value, if+1, at N + 1 using Eq. (2.7.20). 
2. Define a new valuei1 = 1 (jf+1 + 2ff + ff-I). 
3. Compute the new valueff+1 using Eq. (2.7.20) withff replaced by if, 

Such a procedure conserves the second-order accuracy. 
Another scheme that can be used with success if the viscosity v is not too 

small is the Adams-Bashforth Crank-Nicolson scheme: 

1-. (f,:,+1 - f':') + a~ (3 G':' - G~-I) - ~ a (f,:,+1 + f':') = 0 (2 7 21) at' , 2' , 2 xx , , .• 

The accuracy is of second order, but if v = 0 the scheme is found to be unstable 
if the strict Von Neumann criterion is required. The instability is known to be 
very weak. In any case, it is recommended that such a scheme be used when 
v is not zero. The analytical criterion of stability for (2.7.21) is not known. A 
study based upon the Miller theorem (see the Appendix A) associated with a 
numerical calculation gives the curves of stability shown in Fig. 2.7.3. 

Schemes (2.7.20) and (2.7.21) are not unconditionally stable. Unconditional 
stability can be obtained if the nonlinear term aG / ax is evaluated at time 
(n + 1)at and then linearized in a convenient manner. Let us consider the 
nonlinear versions of (2.7.18) and (2.7.19) which can be written 

2 ~t [(1 + E)(ff+1 - fn + (1 - E)(ff - f7- 1)] 

+ 8[ (~~r+1 - vaxxff+ l ] (2.7.22) 

+ (1 - 8)[ ea~r -vaxxf7] = 0 

The truncation error with respect to time is 0[(28 - E)at ,at2] so that the 
scheme is second-order accurate in time if 28 - E = 0 (at). Scheme (2.7.18) 
corresponds to E = 1 and scheme (2.7.19) to 8 = 1, E = 2. 

Various linearizations are possible: 

(i) If the nonconservative form aG / ax = A (j) af / ax is used, the simple 
formula 

( aG)n+1 = A,:,(ji)n+1 + O(at) == A':' aOf,:,+1 
ax i 'ax i ' x, 

can be considered, but the second-order accuracy in time is destroyed. 
This second-order accuracy can be preserved by using the linearization 

• proposed by Lindemuth and Killeen (1973): 

( aG)n+1 = (A ji)"+1 
ax i ax i 
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Then, 

[a ( j1)]n _ [dA ~ j1 .-fL]n at A ax i - df at ax + A ax at i 

and, approximating the time derivative with a forward difference and 
the space derivative with a centered difference, we obtain 

(aG)n+l = (A .E1)n+l == An ~Of~+l + (dA)n (f~+l _ f~)~Ofn ax i ax i I X I df i I I X I 

(2.7.23) 
(ii) If A(j) = Cf(C=const), the linearization 

(aG)n+l = A7(.E1)n+l + A7+1(.E1)n _ A7(.E1)n + O(~t2) ax i ax i ax i ax i 

= A~ AOf~+l + An+l AOfn - A~ AOf~ 
- I L.1X l I L..lx I I L.lx l 

leads to second-order accuracy. 
(iii) For the conservative form Briley and McDonald (1973, 1975) as well 

as Beam and Warming (1976, 1978) have proposed the following 
linearization: 

(aG)n+l = (aG)n + ~t( a2G )n + O(~t2) ax i ax i ax at i 
(2.7.24a) 

then 

(~)n = [~(A Et)]n == ~O(Anli+l - Ii) ax at i ax at i x I ~t 
(2.7.24b) 

and, finally 

(aa~r+l == ~~Gr + ~~ [A7(n+ 1 - fn] (2.7.24c) 

Now if (2.7.23) or (2.7.24c) are introduced into Eq. (2.7.22), the 
resulting schemes with f) = !. E = 1 or f} = 1, E = 2 are second­
order accurate and linearly unconditionally stable. However, the ap­
plication of the technique of factorization to the solution of the tri­
diagonal algebraic system associated with the schemes may impose 
some limitation on the mesh Reynolds number or on the time step 
(diagonally dominant matrix). For example, this condition of diagonal 
dominance for scheme (2.7.22) with f} = !. E = 1, and v = 0 is 

(1A?+d + IA7-d) !~ :5 4 
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that is, a condition two times less restrictive than the usual CFL 
condition. Although such a condition can be avoided if another tech­
nique of solution is used for the algebraic system, it can happen that 
diagonal dominance can also be necessary to ensure that the exact 
solution of the finite-difference equation is not oscillatory. 

(iv) An efficient scheme that leads to a diagonally dominant matrix without 
restrictions has been considered by Lerat (1979, 1981) for inviscid 
equations of conservation laws. The method is easily extended to the 
viscous equation if only first-order accuracy in time is required. The 
scheme can be constructed from the Taylor expansion (2.7.24a), but 
in (2.7 .24b) the derivative af / at is expressed in terms of the equation 
itself, i.e.: 

(:;~t) = :x (A ~~ = :x [A( - aa~ + v ;7z)] 
Now by using aG / ax = A af / ax, we obtain 

(:;~t) = - :x [! (A aa~ + A2 rx) - vA ;7z] (2.7.25) 

Then, in order to avoid the introduction of third-order differences, the 
viscous term is neglected in the above expression and, finally, the 
scheme is written 

lr (/?+1 - f?) + A~G? - ~ A![A? A!G? + (A?)2 A!f?+1] 

where 

All" _ /;+1/2 - /;-1/2 
~xJi - Ax 

and 

A -A (/;+1 + /;) 
i+1/2 - \ 2 

The truncation error in time is O( v At) and it does not disappear at steady 
state. Second-order accuracy can be recovered if the viscous term in (2.7.25) 
is conserved and evaluated at level n, but the unconditional stability is lost. 
Note that in Lerat's work (1979, 1981), the above scheme with v = 0 is 
obtained from a study of a general class of implicit schemes. Finally, it is 
important to note that if the function G(f) possesses the homogeneous property 
G(Af) = AG(f) (as for the gas-dynamics equations for perfect gases; see Lerat 
and Peyret, 1974a; Beam and Warming, 1976; Warming and Beam, 1978) so 
that G = Af, then the linearization (2.7.24c) simplifies to 
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2.8 Multidimensional Equation 

2.8.1 Explicit schemes for the advection-ditTusion equation 
Let us consider first the two-dimensional advection-diffusion equation: 

Ei + A ji + B ji - v V~=O at ax ay (2.8.1) 

where A, B, and v(> 0) are assumed to be constant. 
The direct extension of the explicit scheme to solve Eq. (2.8.1) is written 

L(f7,jl - f7,j) + A !l.~f7.j + B !l.~f7.j - v(!l..u + !l.yy)f7.j = 0 (2.8.2) 

where f7,j == f(i !l.x,j Ay, n At) with i,j, n integers, and 

A~fi,j = 2 ~x (fi+l,j - fi-I,j) 

A~fi,j = 2 ~y (fi,j+1 - fi,j-I) 

1 
A.ufi,j = Ax2(fi+l,j - 2fi,j + fi-I,j) 

1 
!l.yy/;,j = Ay2 (/;,j+1 - 2/;,j + Aj-I) 

Scheme (2.8.2), which is first-order accurate in time and second-order in 
space, must satisfy the following stability criteria: 

vAt<.! 
AX2 - 4 where Ay = Ax 

The upwind scheme analogous to (2.6.22) can be written, for Eq. (2.8.1), 
in the form 

L (f7.j I - f7,j) + ~ [( 1 - EA)A: f7.j + (1 + EA)A; f7.j] 

+ ~ [(1 - EB)A; f7.j + (1 + EB)A; f7,j ] (2.8.3a) 
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where EA = sign(A), EB = sign(B), and 

fl.: h,i = ;x (h+I,i - h), 

fl.; h,i = ;/fi.i+1 - h), 

1 
fl.; h,i = fl.x (h,i - h-I) 

1 
fl.; h,i = fl./fi.i - h,i-I) 

The criterion of stability is, if we assume fl.x = fl.y, 

fl.x2 
fl.t < -----;---;--.,........,.--

- 4 v + (IAI + IBI) fl.x 

2.8.2 The ADI method 

(2.8.3b) 

In the case where implicit schemes are preferred because of their properties 
of stability, it is recommended that one select methods leading to the solution 
of a tridiagonal algebraic system (simple for a scalar equation, by blocks for 
a vector equation). The alternating direction implicit (ADI) method introduced 
by Peaceman and Rachford (1955) allows the construction of very efficient 
implicit schemes. Many works have been published on the subject, we refer 
here only to the fundamental paper by Douglas and Gunn (1964) and to the 
books by Yanenko (1971) and by Mitchell (1969). 

We assume that A and Bin Eq. (2.8.1) are no longer constant and depend 
on the variable f. The ADI method is a two-step method which is written 

~t (ji,i - f'i) + (A lfl.2 - Vfl.xx>ii,i + (Blfl.~ - vfl.yy)f7.i = 0 (2.8.4a) 

~t (fi,-+/ - ii,) + (A2ll.~ - Vll.XX)ji,i + (B2ll.~ - vll.yy)f't/ = 0 (2.8.4b) 

where A), A2, BI, and B2 are approximations of A and B. The predictor value 
j;,i can be considered as an approximation of the exact solution at time 
(n + ~)fl.t if A), A2 andB), B2 are suitable approximations. For example, if only 
first-order accuracy in time is required, the simple expressions AI = A2 = Ai,i 
and BI = B2 = BTf. where An. = A(fTf .) and Bn. = B(fTf .) can be used, The I,] , 't} J,] I,} i,] , 

accuracy is of second order in the special case where A and B are constant. 
For second-order accuracy in time with A and B nonconstant, the suitable 

approximations are 

AI = COATf+1 + (1 - Co - cI)ATf. + cIATf~1 .,J .,J .,J 

A2 = (1 - Co + CI + c2)A7,jl + (co - CI - 2 c2)Ai,i + c2Ai,i l 

and 

BI = 'YoBi,jl + (1 - 'Yo - "/l)B7,i + 'YlBi,i l 

B2 = (1 - 'Yo + 'YI + 'Y2)B7,j I + ('Yo + 'YI - 2 'Y2)Bi,i + 'Y2B7,i I 
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where Co, CI, C2 and 'Yo, 'YI, 'Y2 are arbitrary parameters. In the case where 
Co = 'Yo = 0, CI + C2 = 'YI + 'Y2 = -1, the values A?'i I and B?'i I do not appear 
in Eq. (2.8.4), so that both steps (2.8.4a) and (2.8.4b) are not coupled and can 
be solved separately. If not uncoupled, an iterative procedure would be re­
quired and that is only efficient if it is included into a global iterative procedure 
as used for the solution of the incompressible Navier-Stokes equations. 

In the case where A and B are constant, the above ADI scheme is found to 
be unconditionally stable. But it must be recalled that a study of stability does 
not take into account the boundary conditions, and their presence can destroy 
the unconditional stability (see Bontoux et al., 1978 for the Navier-Stokes 
equations). At each step (2.8.4a) or (2.8.4b), tridiagonal algebraic systems 
must be solved, for example, by means of the factorization method. In this 
case, the diagonal dominance condition is satisfied if lAd dX/v :$ 2, IB21 
dy /v :$ 2. If these conditions do not hold, the limitation on the time step 

2 dx2 2 dy2 
dt :$ lAd dx - 2 v' dt :$iB2i dy - 2 v (2.8.4c) 

ensures diagonal dominance. 
Let us now consider briefly the problem of boundary conditions, already 

discussed in Section 2.7.3. Assume that the solution is determined in a rectan­
gular domain whose boundary is r = r I U r 2 (r I and r 2 being the parts of r 
parallel to the y- and x-axis, respectively) with boundary conditions of the 
Dirichlet type, f(x,y,t) Ir = tP(x,y,t). The solution of the algebraic system 
corresponding to (2.8.4a) requires knowledge ofj";,j on r l . Althoughj";,j can be 
considered an approximation of the exact solution, the use of the boundary 
value j,j Ir. = tP[x,y,(n +!) dt)] leads to a large truncation error near the 
boundary when tP is effectively time dependent (Fairweather and Mitchell, 
1967; Mitchell, 1969). The reason was explained in Section 2.7.3. The best 
way to overcome this difficulty is to define a boundary value such that the 
combination of both time steps yields second-order accuracy at points adjacent 
to the boundary as well as inner points. This can be accomplished if the value 
j,j Ir. is deduced from the finite-difference equations themselves. Therefore, 
assuming Al = A2 in Eq. (2.8.4), the subtraction of (2.8.4b) from (2.8.4a) 
yields 

j";,j = ! (f?i l + f?) + ! dt[(B2d~ - vdyy)f?i l - (Bld~ - vdyy)f?j] 

(2.8.5) 

This equation furnishes the value j";,j on r I because f?j and f?i I are known on 
this boundary. 

The limitation on the time step introduced by the condition of diagonal 
dominance, although not very restrictive, can be avoided if an upwind non­
centered approximation of the first-order derivatives (according·to the sign of 
Al and B2) are used instead of centered approximations. In this case, the 
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second-order accuracy is lost. A possible technique to recover second-order 
accuracy at steady-state consists of alternating the direction of the noncentered 
difference at each step. The corresponding scheme is 

2 - -
!:It (Ji.j - 1'1) + (M,j!:l: - v!:lu)Ji,j + (B7,j!:l;* - v!:lyy)f7.j = 0 

with 

!:l; = ! [(1 - €A)!:l: + (1 + €A)!:l;] 

!:l;* = ! [(1 + €A)!:l: + (1 - €A)!:l;] 
€A = sign(Af,j) 

(2.8.6a) 

(2.8.6b) 

(2.8.6c) 

and analogous definitions of !:l; and !:l;* with !:l; , replaced by !:l: and €A by 
€B = sign (Bf,) 

During the transient stage, the scheme is only first-order accurate in time and 
at steady state the truncation error is O(!:lt !:lx, !:It !:ly, !:lx 2, ••• ). Note that 
the unconditional stability is preserved. Such a technique has been proposed by 
Peyret (1971) for the solution of the incompressible Navier-Stokes equations 
in the primitive variables formulation and has been applied to the stream­
function vorticity equation by Daube and Ta Phuoc Loc (1978). 

2.8.3 Explicit schemes for a nonlinear equation in conservative form 

We present here explicit schemes of the predictor-corrector type which are 
direct extensions of the one-dimensional case considered in Section 2.7.1. The 
possible extensions are numerous. We refer to works by Lerat (1981) and Laval 
(1981a, b) for a complete description of such schemes in the nonviscous case, 
and to Peyret and Viviand (1975) for some viscous extensions. In this section, 
we begin by describing the second-order accurate scheme proposed by 
MacCormack (1969), then we present a generalization of the scheme proposed 
by Thommen (1966) which is first order in time during the transient stage and 
second order at steady state. 

Let us consider the nonlinear equation 

af a [ af ] a [ af ] - + - F (f) - v(f) - + - H(f) - v(f) - = 0 
at ax ax ay ay 

(2.8.7) 

which represents a model of the two-dimensional Navier-Stokes equations for 
compressible flow with a nonconstant viscosity v(f) [except there is an ab­
sence in Eq. (2.8.7) of mixed derivatives]. 
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The MacCormack (1969) scheme applied to Eq. (2.8.7) is 

Aj = nj - !It ~: (Fi~j - M7,j ~; 17,) - ~ t ~; (H7,j - N7.j ~; nj) 

(2.8.8a) 

f~+1 - I n ~ I - ~ ~ + ~ 
I,J - '2 (fi,j + J;,j) - 2~t ~x (Fi,j - Mi,j ~x J;,) 

I ~ ~ ~ 

- 2~t ~; (Hi,j - Ni,j ~; J;,) (2.8.8b) 

where the predicted value j;,j is define~ at the s~me p~oints as t~e final value 
f7,il. In the above equations we have Fi,j = F(J;,j), Hi,j = H(J;,), and 

M7,j = moJ/i,j + (1 - mo)J/i-I,j, 

N7,j = no V/,j + (1 - no) J/i,j- h 

M· . = (1 - mo)v'+1 + mov .. I,) l ,J I,] , 

z/!. = v(fn.) I,J I,J 

(2.8.8c) 

v· . = v( 'i .. ) I,J JI,J 

where mo and no are arbitrary constants. MacCormack (1969) suggested that 
mo = no = !; another possibility is mo = no = 1. The effect of such a choice 
appears only in the truncation error. An alternate possibility is to define the 
above approximation of viscosity by expressions of the type M7,j = 
v[mOnj + (1 - mo)f7-IJ, which are identical with the previous ones if v is a 
linear function of f . 

Scheme (2.8.8) is only one of four possible variants of the MacCormack 
scheme. The other variants are deduced from (2.8.8) by exchanging, re­
spectively, ~: by ~; and ~; by ~; . Although no theoretical study of the best 
variants has been made for the viscous case as it has been for in the nonviscous 
one-dimensional case (Lerat and Peyret, 1974a, b) it is likely that the direction 
of propagation of the shock wave (if v = 0 or v < < 1) will play an important 
role in the choice of the variant. 

No complete theoretical study of the stability of scheme (2.8.8) is known. 
In the inviscid case a necessary condition of stability can be deduced from the 
requirement that the numerical domain of dependence must contain the exact 
domain. As a result one requires 

~t :::; (~ + l!ti)-I 
~x ~y 

where A = dF / df and B = dH / df. When viscosity is present, this condition 
can be replaced by (2.8.3b) with ~x = ~y assumed. 

As was mentioned for the one-dimensional case, the MacCormack scheme 
has the advantage of being compact and simplifying for the treatment of 
boundary conditions. However, it can happen that its nonsymmetrical character 
is a disadvantage when flow around a body is computed. In this case, centered 
schemes can be useful. Besides, when only the steady solution of Eq. (2.8.7) 
is sought or when a first-order accuracy in time is considered as sufficient, 
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schemes of the Thommen type (Thommen, 1966) [Eq. (2.7.11)] can be used. 
In the two-dimensional case, the originality of the method proposed by 
Thommen, as a variant of the two-step Lax-Wendroff scheme (Richtmyer, 
1962), 'is to consider predictors if+l/2,i and h,i+l/2 defined at two different 
points and appearing in the x difference and the y difference, respectively, of 
the nonviscous part of the finite-difference equation at the second step. In the 
second step, the viscous terms are evaluated with the values ni' Such an 
evaluation leads to a compact nine-point scheme, which is first-order accurate 
in time during the transient stage and second-order accurate (with no de­
pendence on ~t) at steady state. 

The Thommen scheme can be generalized by considering the predictor 
values hi and ir,i defined, respectively, at x = (i + W)~x, y = j ~y, 
t = (n +a")~t and x = i ~x, y = (j + W)~y, t = (n + aY)~t (see Fig, 
2.8.1) as Lerat (1981) did for the nonviscous equation and in the same manner 
as the Sp schemes (2.7.7) were constructed. The general scheme is then 

j+1 

j-

f-~· = (1 - QX)f~' + QXf~+l . - aX ~t ~ +F~· I,j tJ I,j tJ I ,j X I,j 

1 

j-1 

- aX ~t{-y&AX~; + (1 - AX)~;]H7+1,i 

+ (1 - 'Y3)[#LX~; + (1 - #LX)~;]H7.i} 

+ aX ~t{EX~;(M7+l,i ~;f7+1,i) + (1 - E")~;(M7.i ~;f7.i)} 

+ aX ~t['Y1~;(N:'+I,i ~;f7+l,i) + (1 - 'YD~;(N7.j~;f7.i)] 

(2.8.9a) 

T [ ] ;~. 
/,J 

{jY ~ Y 

t -
f~ . /,J 

r-1 
LJ 

.. J 
I 

{jx ~ X 

Fig. 2.8.1 Grid system to 
j + 1 generalize Thommen's scheme. 
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!1.j = (1 - W)J7.j + W f7,j+ I - aY ilt il; H7,j 

- aY ilt{Yfi[AYil; + (1 - AY)il;]Fi~j+1 + (1 - I'fi) 

X [J.L/ il; + (1 - J.LY)il;] Fi~j} 

+ a Y ilt[€Y il; (N7,j+lil;J7.j+l) + (1 - €Y) il; (N7,jil;J7.j)] 

+ a Y ilt[I'1il;(M7,j+1 il;J7.j+l) + (1 - I'Dil.;(M7,j il;J7.j)] 

71 

(2,8,9b) 

f~+ I = fn. - ~ {[(aX - f3X) A + + ( X + f3x 1) A - ]Fn + A F- X } ',j ',j 2 aX U x a - U x i,j 1.1; i,j 

- 2il~y {[(aY - W)il; + (aY + W - l)il;]H7,j + il;m,j} 

(2.8,9c) 

where 

FX. = F(f-X .) ',j ',j and jr· = H(f-Y.,) ',j ',j 

I 

M7,j = L mk v7+k,j with L mk = 1, mk = const 
k=-I 

I 

N7,j = L nk v7,j+k with L nk = 1, nk = const 
k=-I 

where 

Mn - I (n + n) d N-n _ I (n + n) i,j - 2 Vi+I,j Vi,j an i,j - 2 Vi,j+1 Vi,j' (2.8.9d) 

The parameters aX, w, 1';, 1';, AX, J.L X and the analogous ones with the 
superscript y are arbitrary. They define the particular scheme of the class. The 
original Thommen scheme (Thommen, 1966) is obtained when all these pa­
rameters are taken equal to!. In the inviscid case, the original scheme has been 
used for a transonic calculation by Magnus and Yoshihara (1975). Again, for 
invisicid transonic flow, the scheme for which all the parameters are equal to 
!, except aX = a Y = 1 + Vs/2, has been used by Lerat and Sides (1981). In 
the inviscid case v = 0, the MacCormack schemes are obtained for aX = 
a Y = 1. The forward variant, identical to the one described by Eq, (2,8,8) with 
11 = 0, corresponds to W = I'~ = W = I'fi = 0 and J.Lx = J1l = 1. The other 
variants mentioned above correspond to the following values of the parameters: 

W = 1'; = J.Lx = 0, W = I'b = AY = 1 x-forward; y-backward 

W = Yo = A X = 1, W = I'b = J.LY = 0 x-backward; y-forward 

W = Yo = W = I'b = 1, AX = AY = 0 x-backward; y-backward 
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Note that the scheme defined by y; = A x = /-Lx = yt = At = /-LY = ~, 
aX = a Y = 1, and W, W = 0 or 1 is very close to the MacCormack scheme 
but has better properties of stability (Lerat, 1981). In the viscous case v:¢::O, the 
above choice of parameters defines schemes analogous to the MacCormack 
scheme, but they are only first-order accurate in time. With regard to stability, 
we indicate for the special linear cases in which y; = A x = /-Lx = yt = 
AY = /-LY = ! that the conditions for the inviscid case are 

I1t 1 -IBI:s­
l1y V8 

For the viscous case, condition (2.8.3b) is an approximate guide. 

2.8.4 Explicit splitting methods 
A way to extend the general one-dimensional viscous schemes to multi­

dimensional problems is to construct explicit splitting methods (Strang, 1968; 
Gourlay and Morris, 1968, 1970; McGuire and Morris, 1972; Laval 1980, 
1981a, 1981b for the inviscid case; MacCormack 1971 for the viscous case) 
based upon the one-dimensional schemes. We describe here the splitting tech­
nique associated with the MacCormack scheme (2.7.7) and (2.7.14) (with 
a = 1, (3 = y = 0 or 1) applied to Eq. (2.8.7). The technique can be ex­
tended to any of the schemes of the general class introduced previously. 

Difference operators LAl1t) and Ly(l1t) are defined by applying the one­
dimensional scheme successively to the x- and the y-derivative terms in Eq. 
(2.8.7). Thus the condensed expression 

ff,j = LAl1t)f7.j (2.8.lOa) 

stands for the two-step formula (2.7.7) (ff.j being identified withf7.j 1), where 
G = F - vaf/ax is approximated by Eq. (2.7. 14a) and (2.7. 14b). Similarly 

fl.j = Ly(l1t)f7.j (2.8. lOb ) 

stands for the analogous formulas where the role of x is replaced by y and where 
G = H - v af / ay . Applying the operators Lx and Ly successively leads to the 
scheme 

(2.8.11) 

In very special cases (in particular the scalar case with v = const) such a 
finite-difference scheme is second-order accurate. In the general case where 
(2.8.7) is a vector equation (e.g., the compressible Navier-Stokes equations), 
scheme (2.8.11) is not second-order accurate. The second-order accuracy is 
recovered if symmetric sequences are considered, such as 

n+ 1 _ (I1t) (I1t) (I1t) (I1t) n fi,j - Ly 2" Lx 2" Lx 2" Ly 2" fi,j (2.8.12) 

or 
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f n+! - (dt) A (dt) n i,j - Ly "2 LX<~t)Ly "2 fi,j (2.8.13) 

in which the sum of the time steps must be equal to 2 dt . 
The advantages of a splitting method over the two-dimensional schemes 

(2.8.8a)-(2.8.8c) or (2.8.9a)-(2.8.9d) are: (i) the associated stability condi­
tions are of one-dimensional type, and therefore less restrictive than for the 
two-dimensional scheme; and (ii) different time steps can be used with the Lx 
and Ly operators using the following sequence 

f n+! _ ( Il.t)M A ( dt)M n 
i,j - Ly 2M LX<~t) Ly 2M fi,j (2.8.14) 

where M is an integer ~ 1. This is particularly interesting when the maximum 
allowable time steps in the two directions-dtx anddty- are much different (in 
general due to much different mesh sizes LU and dy) since it allows advance­
ment in time in each direction with the corresponding maximum time step. 
Thus if dty « dtx , scheme (2.8.14) can be used with advantage by choosing 
dt = dtx and M equal to the smallest integer such that M ~ dtx /2 dty. How­
ever, difficulties may arise if M is too large (MacCormack, 1971). 

The major inconvenience of the splitting techniques lies in the treatment of 
boundary conditions. Because each step is not consistent with the exact differ­
ential equation to be solved, a problem arises in determining the boundary 
conditions for the intermediate values. Techniques for handling the boundary 
conditions associated with the Richtmyer (two-step Lax-Wendroff) scheme for 
the approximation of inviscid problems have been proposed by Gourlay and 
Morris (1970) and McGuire and Morris (1972). In the general viscous case, the 
common technique is to use the exact boundary conditions for the intermediate 
values. As discussed in Section 2.7.3, such a procedure leads to an increase in 
the magnitude of the truncation error near the boundary (see Yanenko, 1971). 
However, its practical effect on the accuracy of the numerical solution does not 
seem to be important. 

2.8.5 Generalized ADI methods 
Implicit schemes applied to two- or three-dimensional problems can be 

easily solved if generalized AD! methods (Douglas and Gunn, 1964; Yanenko, 
1971; Berezin et al., 1972, 1975a, 1975b; Lindemuth and Killeen, 1973; 
Briley and McDonald, 1973, 1975, 1977, 1980; Beam and Warming, 1978) 
are used to reduce the problem to a successive solution of linear algebraic 
systems with tridiagonal (simple or by blocks) matrices. 

Let us describe briefly the method. Assume the implicit scheme to be written 

(2.8.15) 

where Ax, Ay , Az are difference operators each corresponding, respectively, to 
derivatives in only one direction and Q is a difference operator with respect to 
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any direction and possibly containing mixed operators. The above operators 
depend also Onnj,k when the original equation is nonlinear. 

Schemes like (2.8.15) can be constructed by performing a straightforward 
multidimensional extension of the implicit schemes described in Section 2.7.4. 
Moreover, it can approximate a scalar equation as well as a vector equation. 
Equation (2.8.15) is first written in the tl form: 

(I + Ax + Ay + Az)(ni.l - nj,d = Rnj,k (2.8.16) 

with R = Q - (I + Ax + Ay + Az). Form (2.8.16) makes apparent the in­
cremental quantity ni.l - nj,k' Equation (2.8.16) is solved by the generalized 
ADI method: 

(I + A ).,.~ 'k = RfTf 'k x 'I'I,), I,}, 

(I + A ).,.~', = .//, 
y 'I'I,},k 'I'I,},k 

(I + A ) .1.··· - .1." z 'I'i,j,k - 'I'i,j,k 

f n+1 - fn + .1.··· i,j,k - i,j,k 'I'i,j,k 

(2.8,17a) 

(2.8.17b) 

(2.8.17c) 

(2.8.17d) 

Each step leads to the solution of tridiagonal systems and useful comments 
on such systems have been made by Briley and McDonald (1980) and by Neron 
(1981). By eliminating the intermediate values, we find the finite-difference 
equation effectively solved by the above algorithm. The final equation is 

(I + Ax)(1 + Ay)(1 + Az)(nJ.l - nj,d = Rnj,k (2.8.18) 

which differs from Eq. (2.8.16) by a factor O(M2) since each operator Ax, Ay, 
and Az is O(tlt). Note that the scheme (2.8.18) has not necessarily the same 
stability property as (2.8.16). 

The splitting technique (2.8.17) eliminates any difficulty associated with the 
boundary conditions for the intermediate values in the case of Dirichlet condi­
tions. Therefore, let us assume thatf(x, y, z, t) is known on the boundary f: 

f(x, y, z, t)lr = cf>(x, y, z, t) 

Let f l, f 2, and f3 be the parts of the boundary parallel to planes (y, z), (x, z), 
and (x, y) respectively. Equation (2.8.17d) gives the value ",;,j:k on f3 needed 
to solve (2.8.17c); i.e., 

.1.··· I - (,/..n+1 '/"n)1 'I'i,j,k r3 - 'l'i,j,k - 'l'i,j,k r3 

and, in the same way, Eqs. (2.8.17c) and (2.8.17b) give 

"/*'klr = (I + A )(,/..n+kl - ,/..n 'k)lr 'I'I,), 2 z 'l'I,}, 'l'I,}, 2 

",;,j,klrl = (I + Ay)(1 + Az)(cf>~iJ - cf>7,j,k)l r l 

In particular, if cf> is independent of time, each intermediate value is zero on 
the boundary. 

We remark that for a two-dimensional equation the Peaceman-Rachford 
scheme, (2.8.4) with Al = A2 and BI = B2, can be included in the general 
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procedure (2.8.17) with Az = 0 by introducing the change of variable 
j;,j = !'!.j + ! "'~,j. The boundary condition (2.8.5) is then identical to the above 
determination. Finally, it can be noted that at steady state f7.jJ - f7.j,k = 0 so 
that R!'!.j,k = 0 represents a steady finite-difference equation associated with 
the original equation. Therefore, R!'!.j,k can be considered, in a general way, 
as the result of an explicit scheme !'!.jJ - f7.j,k = Rf7.j,k approximating the 
original equation. By exploiting this remark, the right-hand side of Eq. 
(2.8.16) could be replaced by the result of a multistep explicit scheme (Hol­
landers and Peyret, 1981; Lerat, 1981). 
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CHAPTER 3 

Integral and Spectral Methods 

In Chapter 2 the discussion centered on the use of finite-difference approxi­
mations to solve the differential equations of fluid flow. Various altematives to 
the finite-difference approach are available, including integral approaches such 
as moment methods, least squares, Galerkin techniques, and Rayleigh-Ritz 
variational formulations. Each of these approaches can be applied on a sub­
domain of the flow or over the entire region of interest. The subdomain 
approach may be a finite-element or spectral method in the classical sense, 
depending on the functions employed. In addition to these formulations, there 
are the pseudospectral methods that do not utilize integral forms of the differ­
ential equations. There are also specialized cell methods for compressible flows 
which utilize localized models of the physics for each cell to develop a numer­
ical equivalent of the flow equations. In this chapter we will outline those 
techniques which have been found to be the most practical. First, we will 
consider the integral-type approaches. 

In general, integral approaches for developing a numerical equivalent of the 
flow equations can follow two lines of thought. The first is to use variational 
calculus to formulate a variational equivalent of the problem to be solved 
(Rayleigh-Ritz). The second is to multiply the conservation equations, which 
for simplicity we write as L(f) = 0, by a weighting function Wi and to inte­
grate the product over an interval of space (weighted residual). The resulting 
integral relationship IL (f) Wi ds = 0 is used as the basis in solving for the flow 
variables. The procedures vary but they all ultimately proceed by assuming an 
analytical form of the solution with unknown constants or functions. The 
assumed solution is then substituted into the integral equation to obtain one or 
more equations for the unknowns. 

In order to employ the variational method, it is necessary to establish an 
integral over the domain of interest 

J = II F(x,y,J,/x,/y, . . . )dxdy 

so that J can be an extremum. In most physical problems, J would be formed 
based on energy considerations. The difficulty with this formulation is that, for 
general viscous fluid motions, variational principles are not established. As a 
result the approach is convenient for special cases (for example, irrotational 
potential flow or Stokes flow) and is not easily extended to the complete flow 
equations. 
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A more general approach, which encompasses the variational method, is the 
weighted residual method. This technique forms an integral equation by mul­
tiplying the flow equations by a weighting function Wi and then integrating over 
a prescribed interval. A functional form of the independent variables with 
unknown coefficients is then assumed and substituted into the integral equa­
tion. However, the method must generate the same number of equations as 
unknowns. This can be accomplished in two ways. The first is to divide the 
space of interest into N intervals of integration for N unknowns; the second 
way is to employ N weighting functions for N unknowns. The first approach 
is essentially a finite-element or integral-relationship approach, and the second 
is termed a spectral-type approach. This description is simplified but, in prin­
ciple, finite elements and spectral methods can be viewed as the same approach 
applied in a slightly different manner. Encompassed in this approach are the 
subdomain or integral-relation method where Wi = 0 or l, the method of 
moments where Wi = Xi, the Galerkin approach where Wi = Fi with Fi being 
a function of the set assumed to represent the solution, and the least-squares 
approach where Wi = 2 aL (f) / aai with ai being an unknown variable of the 
assumed solution. A considerable amount of work has been carried out in each 
of these areas. Holt (1977) has recently surveyed and reported much of the 
work on integral methods and moment methods. As a consequence, our atten­
tion in this section will focus on the Galerkin approach with some comments 
on the least-squares method. In order not to burden the reader with an extensive 
discussion of both finite-element and spectral methods, we have attempted to 
unify the two areas in the following discussion. 

In the discussion the following nomenclature for spectral-type methods has 
been adopted: 

1. A collocation method is one that utilizes only grid points in real space. 
2. A spectral method solves a problem only in spectral or transformed 

space. 
3. A pseudospectral method is a combination of collocation and spectral 

methods in one problem. 

3.1 Finite-Element and Spectral-Type Methods 

The fundamental step underlying the finite-element and spectral methods for 
solving fluid-flow problems is the reduction of the original partial differential 
equations to a set of ordinary differential or algebraic equations which can be 
solved by straightforward techniques. Generally, for the spectral method the 
procedure follows the steps used in the classical analytical methods for solving 
linear partial differential equations by expansions in a set of functions. For 
example, if one seeks to satisfy the simple model equation 

at at a~ - +- = v­
at ax ax2 

(3.1.1) 
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in the interval ° ~ x ~ L. One typically assumes an expansion of the form 

N 

f = L aj(t) Fj(x) (3.1.2) 
j=O 

where the aj terms are unknowns and the Fj(x) are chosen functions. One then 
tries to satisfy the initial and boundary conditions as well as the differential 
equation. In this approach, things go well if the boundary conditions can be 
easily satisfied. 

However, if this cannot be accomplished, the problem becomes one of 
translating the boundary conditions from real space into spectral space-i.e., 
in terms of the a/s-as well as satisfying the differential equation. This task 
can be formidable for complicated flow problems. Later, we will discuss how 
to avoid this problem. However, assume at this point that one can properly 
eliminate the boundary conditions as a problem. Then, one proceeds by intro­
ducing Eq. (3.1. 2) into (3.1.1) to determine the aj terms. The resulting equa­
tion is 

N 

L [a/ F j + aj(F/ - vFf')] = ° where at 
j=O 

daj 
=-

dt 
(3.1.3) 

The next step is to determine relationships for the aj terms from this equation. 
This can be accomplished by (i) equating coefficients of each Fj term to zero, 
(ii) using orthogonality relationships, or (iii) using weighting functions W j with 
integration over the region ° ~ x ~ L to form N + 1 equations for N + 1 
unknowns. First, we discuss cases (i) and (ii). In order to equate coefficients 
or employ orthogonality one needs to relate F/ - vF/' to F j. Typically, this can 
be accomplished for many polynomials by a relationship of the form 

M 

F/ - vFf' = 2: f3m.jFm (3.1.4) 
m=O 

However, this may not be easy to accomplish and can govern the choice of 
polynomials. Assuming that this relationship can be developed, one can write 

(3.1.5) 

In this relationship one can equate coefficients of Fj to zero or introduce 
orthogonality relationships of the form 

lL {O, i oFj 
w(x)FjFj dx = 

o 0, i=j 
(3.1.6) 

where Cj is a constant, to obtain relationships for aj. Each procedure should 
yield the same result for the ai relationships. For the simple case where 
f3m.j = ° for m oF i-the textbook case-we obtain, by equating coefficients of 
each Fi term to zero, the result 

a/ + f3i.iai = ° (3.1.7) 
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For the case where f3m.i = 0 for m i= i + 1 and m i= i-I, we obtain 

a/ + ai-If3i.i-1 + ai+1 f3i.i+1 = 0 (3.1.8) 

Note that the indices are shifted to equate terms of equal F;. For applied 
problems the relationships may be even more complicated, and numerical 
methods will be required to solve the equations for the ai terms. In order to 
establish these concepts clearly, we present an example using Chebyshev 
polynomials as Fi with v = o. For this case one has the relationship 

N 

F/ = 2: f3m.i Fm (3.1.9) 
m=O 

where the f3m.i is obtained from the recurrence relationship 2F m = 
F~+d(m + 1) - F~_I/(m - 1). Equation (3.1.3) may be written then as 

~ (a/ Fi + ai ~O f3m.iFm) = 0 (3.1.10) 

One now can equate coefficients of Fi to zero or employ the orthogonality 
condition of Chebyshev polynomials to obtain the relationships for the ai terms. 
In order to employ orthogonality one must normalize the problem either in the 
range - 1 :::;; x :::;; 1 or 0 :::;; x :::;; 1. For our case we choose the first interval and 
introduce x = 2 x / L - 1 and t = 2 t / L into the original equation for nor­
malization. The polynomials of the expansion are then in the new x variable for 
the interval -1 :::;; x :::;; 1. Equation (3.1.10) then holds for this definition of x . 
If we now apply the relationships 

{ 
0 

+1 1 ' 
J V1=:X2 Fi Fj dx = -t 7T , 
-1 I-x 

7T, 

j i= i 
j=ii=O 
j=i=O 

(3.1.11) 

by multiplying (3.1.10) by Fd~ and integrating, one can show that 
(see Gottlieb and Orszag, 1977) 

2 N 
a;+ - 2: pap=O, uo=2,ui=lfori>0 (3.1.12) 

Uj p=i+1 
p+jodd 

The equations are somewhat complicated and in most cases would require 
numerical integration to solve a problem. The initial conditions for the aj terms 
in such a solution are obtained by expanding the initial values of ! in a 
Chebyshev expansion. The coefficients of each Fj term would be the initial 
value of aj. 

Up to this point in the analysis, we assumed that all boundary conditions 
were satisfied by the expansion. However, suppose that this were not the case 
and that the condition that! = 1 at x = -1 must be satisfied in our example. 
At this point one is confronted with N equations for the an terms and an 
additional constraint that 
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N 

1 = 2: ai(t)Fi(-1) (3.1.13) 
i=O 

This obviously is an ill-posed problem. For Chebyshev polynomials there is a 
way around the problem, but for other functions the procedure may not be so 
clear. For Chebyshev polynomials, or any other polynomial, it is important to 
note that a derivative reduces the order. For example, in the Chebyshev case 
Fo = 1, Fl = x and F2 = (2 x2 - 0; therefore F2 = 4 Fl or Fz' = 4 Fa. As a 
consequence of this, it is clear that the equations obtained by the procedure of 
equating coefficients of terms of equal Fi or orthogonality will be deficient for 
aN if only the first derivative appears and for aN and aN-l if the second deriva­
tive appears. As a result in the example problem one can see how to eliminate 
the ill-posed condition along with the inaccuracy of the aN term by simply 
discarding the equation for aN and replacing it by Eq. (3.1.13). The problem 
then is well-posed. We solve for the ai terms up to aN-l by Eq. (3.1.12) and 
for aN by Eq. (3.1.13). This technique is called the tau (T) method and can be 
employed for second derivatives as well by discarding the equation for aN-l and 
replacing it by a second boundary condition posed in the manner of Eq. 
(3.1.13). It is important to note in this type of solution that if an explicit time 
integration method is used to obtain the ai terms up to aN-l then the term aN 
which is the highest order in the series will be satisfying the boundary condi­
tion. This would mean that the highest-order term in the series is dominant and 
may well lead to an unstable solution after a few time steps. As a result, the 
user is cautioned about satisfying boundary conditions in this fashion. 

The presented example is rather limited in extent, but it serves to guide the 
reader. For an extension of this example the reader is referred to Gottlieb and 
Orszag (1977). For a more complex example, the reader is referred to Taylor 
(1962) who employed the outlined approach using both Bessel functions and 
Legendre polynomials to develop ai equations for the solution of low­
Reynolds-number mass transfer from a sphere. 

An alternative approach to determining the ai terms directly from the differ­
ential equations is to integrate over the interval a :5 x :5 b . We then obtain 

fb W (af + af) dx = v fb W a2f dx, 
Ja ] at ax Ja ] ax 2 

j = 0, ... ,N (3.1.14) 

Note that a and b must lie between ° and L, but they can be chosen arbitrarily 
in this region. Wj (x) can also be arbitrarily chosen for the region a :5 x :5 b. 
Equation (3.1.14) therefore has many options that can be used to generate 
equations for determining the ai terms. Inserting Eq. (3.1.2) into (3.1.14) 
yields 

N b 

2: f Wj[a/ Fi + ai(F/ - vF(')]dx = ° 
i=O Ja 

j = 0, ... ,N (3.1.15) 

Equation (3.1.15) is the basis of an integral method. If b - a = L, the method 
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fits the description of a spectral scheme and if b - a < L, then the method 
becomes a cell or element technique. For the element approach, the number of 
terms is typically small for each element and the elements may overlap if one 
chooses. 

For Galerkin finite-element techniques, the functions Fj are usually not very 
complicated. Wj is usually taken to be Fj. In the finite-element definitions, the 
expansion (3.1.2) would be rearranged and the Fj terms would be the shape 
functions; i.e., in finite-element notation, 

N 

f = L /;(t) Fi(x) (3.1.16) 
i=O 

where J; is the value off at the nodal point i and Fi is typically an interpolation 
coefficient with the properties 

{ 1 i=m 
Fi(xm) = 0 i::l=m (3.1.17) 

where Xm denotes a point where f is evaluated. Note that this property implies 
that Fi vanishes totally outside of the element. These functions typically are 
linear or quadratic in form and can be in the Lagrange interpolation coefficient 
family. However, expansions (3.1.2) and (3.1.16) should be equivalent. 
Demonstrating this equivalence can be difficult except for simple functions. 

Equation (3.1.17) has both good and bad aspects. A negative aspect is that 
it restricts the available functions while a positive aspect is that it reduces the 
complexity of the matrices required to solve for the nodal values of f. In 
applications, one must always examine the trade-off in these two aspects. The 
reason is that by employing the more general expansions (3.1.2) over a larger 
region, the representation is known to become more efficient-i.e., it takes less 
terms to obtain the same accuracy. The trade-off, however, is the effort re­
quired to invert the matrices. It is interesting to note that Chebyshev poly­
nomials expansions have the property of rapid convergence for most functional 
representations and permit the use of fast Fourier transforms to connect 
coefficients and real spaces. As a result, these functions can be very useful for 
solving problems. 

For the non-Galerkin approaches, such as least-squares, Wj is no longer a 
shape function and consequently may differ significantly from the Galerkin 
technique. In fact, the least-squares approach is formulated as an integral of the 
square of the residual error, i. e. , 

J = L IL(f) 12 ds (3.1.18) 

One seeks to minimize this function since it represents a measure of the overall 
error. If the function f is represented as a polynomial or series with a set of 
unknown coefficients ai, then one seeks to minimize the integral with respect 
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to each aj. In a straightforward approach, the derivative of J with respect to 
each aj is taken and the result set equal to zero. One then obtains 

aJ = f 2 aL(f) L(f) ds = 0 
aaj Js aaj 

(3.1.19) 

in which Wj is represented by 2 iJ L (f) I iJaj. An alternate to this approach is to 
utilize optimization theory for profit functions in order to minimize the integral 
J with respect to the aj terms. This is the approach used by Bristeau et al. (1978) 
in their extensive studies of finite elements. Its explanation requires the intro­
duction of optimization theory and as a consequence will not be discussed here. 
The interested reader is referred to Bristeau et al. (1978, 1979) and Periaux 
(1979) for the details. The overall approach is fairly complex and an example 
is presented later in our discussion of incompressible flows to show the nature 
of the approach and the quality of results. 

The example employed to derive the integral equation and display the nature 
of the various methods is an unsteady case, but the procedure works equally 
well for steady-state equations. The difference is that the equations for the 
coefficients in the steady state are usually more difficult to solve since they tend 
to require complicated matrix inversions, while the unsteady cases can employ 
explicit time integration to simplify or avoid the matrix inversion problems. 
However, if implicit time integration is employed the solution effort is about 
the same. It is important to note that the time integration scheme can be used 
to relax the solution to the steady state if desired. 

In the discussion, we have assumed that it is feasible to incorporate the 
boundary conditions into the expansion. For some problems, this is not 
straightforward when spectral expansions of the form (3.1.2) are employed. 
The finite-element approach expansion (3.1.16), however, always permits 
inclusion of the boundary point in the calculation because of the nature of the 
expansion. When the boundary conditions offer problems in spectral space, 
one may find it preferable to solve the problem in real space. A pseudospectral 
procedure which permits this is discussed later in this chapter. 

So far the discussion has been general and has not provided any specific 
examples. In order to demonstrate both the spectral and finite-element ap­
proaches, we choose simple equations here; later we will display results from 
flow-field calculations. 

3.2 Steady-State Finite-Element Examples 

For the first example, we choose the ordinary differential equation 

df + f= 0 
dx 

(3.2.1) 
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with the condition that / = 1 at x = O. We seek a solution to this equation 
o :s x :s 1 by using the integral form 

l' Wj (! + / ) dx = 0 

We next assume the expansion for / to be 

N 

/= L/;F;(x) 
;=1 

Upon substitution, we obtain 

j = 1, ... ,N 

(3.2.2) 

(3.2.3) 

(3.2.4) 

This equation represents a set of algebraic equations for the constants /; with 
coefficients given by 

bj,i = l' Wj(F/ + F;)dx (3.2.5) 

Note that in order to have a set of equations which is well posed, it is necessary 
to have the number of i's equal to the number of unknown/;'s in the problem. 
Also, the number of unknowns is influenced by the boundary conditions. Up 
to this point, the spectral and finite-element approaches are not different. We 
now consider each approach in tum, considering the finite-element approach 
first. 

In the finite-element method, one considers the unknown/; terms to be nodal 
values of / to be determined. Their distribution and location are a matter of 
choice, and in one dimension this is rather straightforward. In two dimensions, 
one typically chooses points at the comers of either triangUlar or quadrilateral 
elements. The typical F;(x) functions employed are linear or quadratic. For this 
example a linear element in the range 0 :s x :5 1 is selected so that 

FI(x) = 1 - x 

F2(x) = x 

Then, 

(3.2.6) 

(3.2.7) 

Now, since /= 1 at x = 0 we have that /1 = 1. Also, the coefficients bj ,; for 
finite elements require that Wj = Fj so that for (3.2.5) we have 

(3.2.8) 

and hence 
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e 1 
bI,I = Jo (-x)(1-x) dx = -6' 

(I 1 
b2,1 = Jo (-x)(x) dx = - 3 ' (I 5 

b2,2 = Jo x(1 + x) dx = 6 

Since /1 has been detennined by the boundary condition not all of the equations 
defined by Eq. (3.2.4) are required. Since only h is unknown, the equation 

is required. * Inserting the values of the integrals yields 

-VI +if2=0 

(3.2.9) 

(3.2.10) 

Noticing that/I = 1 we obtain/2 = 0.4. The value obtained from the exact 
solution y = e-X is/2 = 0.368. 

Note that in this procedure the principal effort is evaluating the bj,i tenns in 
coefficients of the matrix. This is generally the problem in applying finite 
elements. For two-dimensional problems, the procedure follows the same 
principles except that the integrals become double integrals over the elements 
whose typical geometry is a triangle or quadrangle. We next demonstrate the 
method for a second-derivative case. 

Consider the solution of the equation 

d~ -/=0 dx 2 (3.2.11) 

with f =0 at x = -1 and f = 1 at x = 1. For this example consider two ele­
ments as shown in Fig. 3.2.1. For this solution we take linear elements and 
adopt the standard finite-element notation, using Nj for the shape functions 

fo = 0 f, =? 

x =-1 x=Q 

Fig. 3.2.1 One-dimensional finite-element example. 

·Use the weight F2 to findJ2. 

\I 

x = 1 
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instead of Fj • Following the weighting function approach, we multiply the 
original equation by Nj and integrate over the region -1 :5: x :5: 1 to obtain 

(3.2.12) 

Integrating by parts and noting that Nj = ° at x = -1 and x = + 1 when we 
limit j to interior points only, we obtain 

J+I (dNj df + Nd) dx = ° 
-I dx dx 

(3.2.13) 

The purpose of this step is to reduce the order of the derivative in the equation. 
This is a standard finite-element formulation. Next, a form for f must be 
adopted. We can do this in a general form for the complete region or per 
element. The general form eventually reduces to element-by-element consid­
erations due to the nodal function forms. For this example we will consider the 
element-by-element case and later, in a two-dimensional example, the general 
form. For each element in the example we assume f to have the form* 

P = foNo(x) + flN\(x) 
IT IT (3.2.14) 

f = flNI (x) + f2N2(X) 

For the finite-element method the Nj(xj), by definition, must satisfy 

_ {a, i i= j 
Nj(xj) - 1, i = j (3.2.15) 

Therefore for the interval - 1 :5: X :5: 0, we take 

No(x) = -x and M(x) = (1 + x) 

For the interval ° :5: X :5: 1, we take 

Nf(x) = (1 - x) and N2(x) = x 

Note that the three points of interest are x = -1, 0, and 1 and these functions 
satisfy (3.2.15) at these points. Now if we insert these functions into (3.2.13) 
and integrate over the correct intervals for each cell, we obtain 

fl; ~o ~o + It ~\] dx + Inl; ~ ~\I + f2 ~2] dx 

(3.2.16) 

For this problem we know fo = ° and f2 = 1. Also we have only one unknown 
point fl so j = 1 for the problem. As a result we can write 

*Note we start the expansion at i = 0 for this solution. 
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or 

fl 1[0 + II1dx + LI (-I)[fI(-I) + 1] dx 

+ fl (1 + x)[O + 11(1 + x)] dx 

+ LI (1 - x)[Ji(1 - x) + x] dx = 0 

II + II - 1 + Ji fl (1 + X)2 dx + II LI (1 - X)2 dx 

+ LI x(1 - x) dx = 0 

(3.2.17) 

(3.2.18) 

Noting that 

(1 - X)2 = -, and x(1 - x) dx = -II 1 II 1 
o 3 0 6 

we obtainJi = 5/16 = 0.313. The correct value is given by the exact solution 
of (3.2.11),I=Ae-x + Be+X, where A = e- I /(e- 2 - e 2), B = -e 2A, and at 
x = 0, I = 1/(e-1 + e+ l) = 0.324. These results display the finite-element 
approach applied element-by-element. Next, we consider the general technique 
for a two-dimensional problem. 

For two dimensions, the application of the finite-element approach becomes 
tedious, and, in practical applications, one must develop a number of back­
ground calculational routines. In order to demonstrate some of these points, 
consider the solution of the problem shown in Fig. 3.2.2. First assume 

u = 2: Ni(x, Y)Ui (3.2.19) 

For this problem, assume the Ni terms are linear functions and that the four 
rectangular elements shown in Fig. 3.2.3 are employed. Only the midpoint is 
unknown since all the other points lie on the boundaries. In order to compute 
this midpoint by finite elements, one first multiplies the original equation by Nj 

and integrates over the complete domain to obtain 

f+l f+1 (a2~ + a2~)Nj dx dy = 0 
-I -I ax ay (3.2.20) 

Integrating by parts and noting that Nj = 0 on the boundary, one obtains 

f+ I f+ I (aNj au aN; au) _ -- +--"-- dxdy-O 
-I -I ax ax ay ay (3.2.21) 
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u 0 
x= -l,y=l x=l, y=l 

u = 0 u 1 

x= -l,y= -1 u = 0 x=l, y= -1 
Fig. 3.2.2 Two-dimensional finite-element example. 

If expansion (3.2.19) is inserted into this expression, the result is 

L f+1 f+1 (aNj aNi + aNj aNi) dx dy Ui = 0 (3.2.22) 
. -I -I ax ax ay ay 
1 

Defining 

1 

8 

7 

C·· = f+1 f+1 (aNj aNi aNj aNi) dx d 
J,I --+-- Y 

-I -\ ax ax ay ay 

2 3 

1 2 

9 
4 

4 3 

6 5 

(3.2.23) 

Fig. 3.2.3 Two-dimensional 
finite-element nodal points. 
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one then has 

~ 9.iUi = 0 (3.2.24) 

where Ui for i = 1-8 are known and U = 0 for i = 1, 2, 6, 7, and 8. As a 
result, this expression reduces to 

(3.2.25) 

where U3, U4, and Us are known. This rl!ises a further question: Should U3 and 
Us values have a magnitude of 1.0, 0, or 0.5? This we will determine later. 

Since the unknown for Eq. (3.2.25) is U9, we then take j = 9 so that it is 
necessary to calculate C9.3, C9.4, and C9.S, and C9.9. This is where the details enter 
and the problem becomes repetitious in nature. First, it is necessary to establish 
the proper form of the Ni terms in the problem. Note, however, that the 
procedure to follow is not problem dependent, only cell·geometry dependent. 
For a linear shape function, Ni , it has been established (see Zienkiewicz, 1971) 
that the appropriate form is 

Ni =!N + ~~i)(1 + 1I11i) (3.2.26) 

where ~i and lIi are the appropriate scale factors. ~ and 11 in these expressions 
vary in an element as shown in Fig. 3.2.4. Note that the expression for Ni will 
vary with each element. For the current problem, due to symmetry we are 
concerned only with elements 2 and 3 and points 3, 4, 5, and 9. For i = 9, the 
shape functions are 

N9(element 3) = !(1 - ~)(1 + 11), 

n=1 
f;=-1 

f; =-1L-------------' 

n =-1 

~ = -1 + 2 x, 11 = 1 + 2 Y 

n=1 
f;=1 

f;=1 

,,= -1 

Fig. 3.2.4 Normalized 
finite-element 
coordinates. 
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N9(element 2) = h 1 - ~)(1 - 11), 

or, in terms of x and y 

~= -1 +2x, 11 = -1 +2y 

N9(3) = (1 - x)(1 + y) 

N9(2) = (1 - x)(1 - y) 

Similarly, one can show that 

N3(2) = xy, 

N4(2) = x(1 - y), 

N4(3) = x(l + y) 

Ns(3) = -xy. 

From these expressions, one then computes the Cj,i terms. 
It is left to the reader to show that 

C - 1 
9,3 - - 3, C - 1 

9,4 - -3, C - 1 
9,S - - 3, C - 8 

9,9 - 3 

When these expressions are inserted into (3.2.25), one obtains 

U9 = k (U3 + U4 + us) 

Now, if one sets U3 = Us = 0.5 and U4 = 1, the result for U9 is 

U9 = ~ 

(3.2.27) 

(3.2.28) 

(3.2.29) 

(3.2.30) 

which is the correct value as can be verified by the simple finite-difference 
calculation. The uncertainty in selecting the values of the comer points U3 and 
U5 can offer difficulty in applying any numerical method that requires evalu­
ation at such points. As a result, the user should beware. 

This finite-element example gives some insight into the details required to 
set up a finite-element calculation. First, it is generally necessary to employ 
numerical procedures for computing the Cj.i coefficients. These procedures 
should be constructed in the (~, 11) system so that they can easily be applied to 
different geometry, using arbitrary triangles or quadrangles in the (x, y) plane 
transformed into normalized regular elements in (g, 11). Also, a mesh gener­
ation procedure has to be employed. Besides, in the general case Eq. (3.2.24) 
is an algebraic system for the nodal values Ui which must be suitably ordered 
to simplify the solution of the system. As a result, the user should consider 
carefully the problem and the effort required to solve it before undertaking a 
new finite-element solution. 

3.3 Steady-State Spectral Method Examples 

The spectral method will now be utilized for the same example (Eq. 3.2.1) as 
the finite-element approach. Consider that f can be expanded in a series of 
Chebyshev polynomials whose properties are outlined in Fox and Parker 
(1968) and Rivlin (1974). For this case,* 

*Note the solution expansion begins at i = 0 for this expansion. 
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(3.3.1) 

where rr is the Chebyshev polynomial that applies in the region 0 ::s; x ::s; 1. 
From the definitions in Fox and Parker (1968), we obtain 

Tt = 1, Ti = 2 x-I, 

For only two terms, 

1=10 + 11(2 x-I) 

Due to the boundary condition, 

10=1+11 
so 

Ti = 8 x2 - 8 x + 1 

1= (1 + II) + ft(2 x-I) = (1 + J;)T~ + ftTT 

Substituting this expression into Eq. (3.2.2) yields 

e * * (I * * (1 + II) Jo Wj(T 0 I + To) dx + II Jo WiT I I + T d dx = 0 

(3.3.2) 

(3.3.3) 

(3.3.4) 

(3.3.5) 

(3.3.6) 

For this equation, Wj must be chosen. If one examines the classical theory of 
expanding a function in terms of Chebyshev polynomials, one finds that the 
appropriate form of Wj is 

p 
W. = J 

J Vx(1 - x) 

Noting the property 

T*T* {7T' i = j = 0 11 i j dx - I • - • .J.. 0 - 27T, l-j"f"" 
o V x(1 - x) 0, i =1= j 

(3.3.7) 

then from Eq. (3.3.6) where T6' = 0, Ti' = 2Tri we find 

(1 + II)7T + I127T = 0 for j = 0 

for j = 1 

Clearly, the second equation is not valid since II would vanish and, therefore, 
it should not be enforced. This is due to the error created by truncating the 
series as was discussed earlier. From the equation for j = 0, we obtain 

2 1 
1=- - -(2 x-I) 

3 3 

For x = 1,J= 0.333 compared to the exact solution !exact = 0.368 

(3.3.8) 

This procedure could be carried to higher order. In that case it is convenient 
to use directly the formula (Gottlieb and Orszag, 1977) giving the expansion 
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of the derivative, so that 
00 

f(x) = L fiTt (x), f'(x) = L ffTt(x), (3.3.9a) 
i=O i=O 

where 
00 

aJf = 4 L pfp, aO = 2, ai = 1 for i > 0 (3.3.9b) 
p=i+1 
p+iodd 

Next\ consider the case of a second-derivative equation as in the finite­
element example, 

d:! _ f= 0 
dx 2 

(3.3.10) 

withf(-1) = 0 andf(1) = 1. We solve this problem with a three-term Che­
byshev expansion 

(3.3.11) 

in the interval -1 :s x :s 1. Inserting this expansion into Eq. (3.3.10) and 
noting that for the interval -1 :s x :s 1, To = 1, TI = x, and T2 = 
(2 x2 - 1), we obtain 

4hTo - (foTo + flTI + f2T2) = 0 

If we employ the orthogonality condition 

I+I Ti1} _ {;r, fori =j = 0 
~ ,..-;---z dx - '211", for i = j i= 0 

-I V 1 - x- 0, for i i= j 

we obtain 

4f2-fo=0 

fl = 0 

12=0 

(3.3.12) 

(3.3.13) 

(3.3.14a) 

(3.3.14b) 

(3.3.14c) 

Clearly this result will yield only a trivial solution. The reason for this is that 
the equations of orthogonality for TI and T2, which yield conditions (3.3.14b) 
and (3.3 .14c), are incomplete due to the series truncation at the term T2• If we 
added T3, then Eq. (3.3.14b) would not have been trivial. However, another 
equation would have been introduced for f3 that was trivial. As a result of this 
process, we see that for Chebyshev polynomials the last two equations should 
be discarded because they are incomplete. These can be replaced by the 
boundary conditions as pointed out in the earlier discussion. Following this 
process yields 

(differential equation) (3.3.15a) 
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10-11+12=0 
10+11+12=1 

(boundary condition) 

(boundary condition) 

The solution of this set yields 

10 = ~, II = !. 12 = k 

95 

(3.3. 15b) 

(3.3.15c) 

The solution obtained using the Chebyshev expansion is plotted against the 
exact solution in Fig. 3.3.1. Considering that only three terms were used the 
agreement is not too bad. For usual applications using higher-order expansions, 
a formula of type (3.3.9) for the second derivative must be employed (see 
Section 8.1). 

The spectral procedure in two dimensions follows the same procedure as in 
one dimension except for more detail. If we consider the two-dimensional 
problem used for finite elements, V2u = 0, the spectral approach using eigen­
functions expansion can be demonstrated. We attempt the solution of this 
problem by assuming that u has a solution of the form 

N M 

U = 2: 2: um,nFn(x)Gm(y) (3.3.16) 
n=O m=O 

1.0 r----~-----,r__-----'T--_1I 

0.8 

0.6 

f 

0.4 

0.2 

o~----~----~~----~----~ 
-1 -6 0 .6 1 

x 
Fig. 3.3.1 Comparison of spectral and exact solutions. 
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The first step is to choose the forms of Fn and Gm. The selections are dependent 
on the equation for U and the nature of the boundary conditions. The optimum 
choice is to utilize functions that satisfy the governing equations and that permit 
use of optimum inversion techniques for determining the Um,n values. 

For the equation rpu = 0 and the geometry of a box, the natural functions 
to employ are sines and cosines. As a result assume first that 

G ( ) - . m1T(Y + 1) 
mY - sm 2 (3.3.17) 

This set of functions automatically satisfies the boundary condition U = 0 at 
y = ± 1. Next one must select the Fn(x); there are a number of choices possi­
ble. The most appropriate, however, would be a function that together with the 
Gm(y) will satisfy ';;;Pu = o. If we seek such a solution we obtain 

V2(FnGm) = [F~ - (~1TrFn]Gm = 0 (3.3.18) 

This equation is satisfied by 

F - b [m1T(X + 1)] [m1T(X + 1)] n - n exp - 2 + en exp 2 (3.3.19) 

In order that the condition U = 0 at x = -1 be satisfied, it is necessary to have 

(3.3.20) 

We next observe that since the function F does not have any need for the n 
index we can write (3.3.16) in the form 

_ ~ { [_ m1T(x + 1)] _ [m1T(X + I)]} . m1T(Y + 1) 
U - L.. Um exp 2 exp 2 sm 2 

m=1 

(3.3.21) 

This equation must satisfy the condition that U = 1 at x = 1 so that 

M . m1T(y + 1) 
1 = 2: um[exp( -m1T) - exp(m1T)] sm 2 

m=1 

(3.3.22) 

This equation can be inverted to find the Um terms numerically by a finite fast 
Fourier transform. For this simple case, the classical rules of Fourier series lead 
to 

J+I m1T(y + 1) 
um[exp(-m1T) - exp(m1T)] = -I sin 2 dy 

2 = - (1 - cos m1T) 
m1T 

(3.3.23) 
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Noting that sinh x = (eX - e-X)/2, then u is approximated by 

_ ~ 2 [I - cos m1T] . h m1T(x + 1) . m 1T(y + I) 
u - L.J - . h sm 2 sm 2 

m=1 m1T sm m1T 
(3.3.24) 

Note that in obtaining the solution one could have selected other expansion 
functions, but the solution of the resulting equations for the coefficier.ts would 
probably require numerical inversion of large matrices. Also, note that in this 
example the discontinuity in boundary conditions produces spurious oscil­
lations (Gibbs phenomenon). Singularities are delicate to handle using spectral­
type methods as discussed in Section 3.6. 

For the finite-element and spectral examples, one can observe that for a 
spectral approximation in a single element, or a combination of single elements 
with simple functions per element, there is not a significant difference between 
the finite-element and spectral approach. Note the extension of the concept of 
a spectral scheme in order to include the possibility of using spectral approxi­
mations in a combination of elements with appropriate matching conditions 
(for example, continuity of the function and of some derivatives). The principal 
difference between both approaches occurs when one wishes to reduce the 
number of elements (usually to a single one) and increase the number of terms 
in the spectral expansion. This approach can frequently gain accuracy and 
reduce computer time if an efficient matrix-inversion scheme is utilized. 

The discussion thus far has considered steady-state examples with no time 
dependence, and therefore one is typically faced with matrix inversions to 
solve the problems. However, if one employs a time-dependent formulation, 
either the transient problem or the steady-state problem can be solved by 
integrating out to long times. Since this approach is useful an example will be 
discussed next. 

3.4 Time-Dependent Finite-Element Examples 

In the application of spectral and finite-element methods possibly the least 
complicated approach is to employ a transient solution to determine a steady 
state. This approach is in principle the same as that described for finite differ­
ences. One begins with some equation of the form 

oj 
at + G(f,/x,/y,/z, x, y, Z, t) = 0 

and attempts to findj(t + Ilt) fromj(t). G in this equation usually consists of 
a set of derivatives and functions which must be approximated in either the 
finite-element or spectral sense. 

In order to demonstrate this approach for finite elements, consider the simple 
one-dimensional case described earlier, but with the addition of an unsteady 
term. The equation is 
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af + af + f= 0 at ax (3.4.1) 

with the condition that f = 1 at x = O. For an initial condition we assume f = 0 
at t = 0 everywhere. 

For solution of this equation, first multiply by a weighting function "'J (x) and 
integrate with respect to x to obtain 

i. (X2 WJ dx + LX
2 Wj (af + f) dx = 0 (3.4.2) at JXl Xl ax 

As in the steady-state case assume Wj = Fj and FI = 1 - x and F2 = x, so that 
in a first approximation* 

(3.4.3) 

Sincef = 1 atx = 0 for t > 0, thenjj = 1 for t > O. Withjj known we then 
have the equation 

(3.4.4) 

From the steady-state example if we choose XI = 0 and X2 = 1, we know that 

(I 1 
Jo F2(F; + F I ) dx = -3 

One can also easily show that 

(I FIF2 dx =! 
Jo 6 

Therefore, 

and 

and 

~ (! + h) + (-! + ~ f2) = 0 
dt63 36 

or 

df2 5 - + -iz - 1 = 0 
dt 2 

(3.4.5) 

(3.4.6) 

(3.4.7) 

(3.4.8) 

This equation can be integrated numerically or analytically to obtain a solution 
for f2(t). Analytically, one obtains the result 

(3.4.9) 

which vanishes at t = 0 and approaches the steady-state value of 0.4 for large 

*We start the expansion with i = 1. 
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t. In this example it is important to note once again that a boundary condition 
replaced one of the equations for the unknowns-i.e. ,fl' For each problem one 
should be aware that this behavior can and usually does occur. 

3.5 Time-Dependent Spectral Method Examples 

One can solve Eq. (3.4.1) spectrally by employing a Chebyshev polynomial 
expansion of two terms as in the steady-state case such that* 

/=/I(t) + !2(t) (2x - 1) 

When this expresion is inserted into Eq. (3.4.2) along with 

T*-I 
Wj = -:-V!=X(=~=-=l=) and 

and one sets XI = 0 and X2 = lone obtains 

! V2~) + /2 ~ = 0 

The boundary condition / = 1 at X = 0 requires that 

/1=1+/2 

(3.5.1) 

(3.5.2) 

(3.5.3) 

(3.5.4) 

Clearly, the problem is overspecified and one of these equations must be 
discarded. It is clear that the boundary condition cannot be dismissed, so it is 
necessary to eliminate one of the differential equations. The best equation to 
eliminate because of accuracy is the second. The reason was described earlier 
in the general discussion (Section 3.1). Following this procedure and com­
bining (3.5.4) with (3.5.3) we obtain 

d/1 + 3Ji - 2 = 0 
dt I 

This equation has a solution that vanishes at t = 0 of the form 

/1 = ~(1 - e-3t) 

and consequently 

!2 = -(i + ~e-3t) 

(3.5.5) 

(3.5.6) 

(3.5.7) 

As t becomes large these results reduce to the steady-state results obtained 

*Note that the indices here start at i = 1. 
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previously. Note, however, thatf2 does not satisfy an initial condition off2 = 0 
at t = O. This is an inconsistency that arises when one employs the approach 
usually termed the T method. This can be troublesome in applications (see 
Taylor and Murdock, 1980). If for example, one chooses to solve the equation 

iJf + iJf = 0 
iJt iJx 

(3.5.8) 

with the conditions f = 0 at t = 0 and f = 1 at x = 0 for t > 0, by the 
Chebyshev spectral approach with explicit numerical integration, the solution 
after the first time step is as shown in Fig. 3.5.1. As a result, one should as 
mentioned earlier, proceed with caution in using the T method with explicit 
time integration. * 

The one-dimensional time integration examples displayed give the essential 
features of including transient terms in spectral and finite-element techniques. 
The extension to multi dimensions just adds more terms and will not contribute 
particularly to the understanding. As a consequence, these details are not 
included here. 

3.6 Pseudospectral Methods 

In addition to finite-element, integral relationships, and spectral method appli­
cations by the Galerkin approach, there are other spectral- and cell-type meth­
ods that have proven to be useful in fluid-flow computations. In this section, 
the methods found to be most useful are outlined. One of the most powerful 
techniques for solving problems is the use of collocation in combination with 
spectral expansion methods. This technique has evolved with the name pseudo­
spectral method. The advantage of this approach is that it eliminates boundary­
condition problems associated with using the spectral expansion approach. To 
demonstrate the method, consider the equation 

iJf iJf iJ2j - +- = v­
iJt iJx iJx 2 

Also assume that f can be represented by 
N 

f= 2: J; (t)Fi (x) 
i=O 

(3.6.1) 

(3.6.2) 

Instead of inserting (3.6.2) into (3.6.1) and deriving equations for theJ; terms, 
one proceeds by first integrating (3.6.1) with respect to time to obtain 

rr+!11 ( iJ2j iJf ) f(t + Ilt, x) - f(t, x) = Jr V iJx2 - iJx dt (3.6.3) 

*Collocation solution is also displayed to show the improved behavior when a real space calculation 
is used. See Taylor and Murdock (1980). 
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This equation now relates real-space values ofJto the spectral space values if 
expansion (3.6.2) is substituted only on the right-hand side of Eq. (3.6.3). The 
right-hand side, however, is a quadrature that can be evaluated by a variety of 
quadrature formulas. Typically, the formula takes the form 

(IHI M t + ilt 
Jr G dt = ~o bmG(tm, x) ilt with M:o; n + 1 = ~ (3.6.4) 

This equation, when combined with (3.6.3), can be used to solve for J(t, x). 
The procedure depends strongly on whether the quadrature (3.6.4) is implicit 
or explicit. For the times wheref(t, x) is known, one can develop an expansion 
of J in the form (3.6.2). Then it is possible to compute 

( a2j OJ) G(tm, x) = v - - -
ax 2 ax 1m 

for each M < n + 1 from these expansions. 
The next step is to compute f (t + ilt, x) from the formula 

M 

J(t + ilt, x) = J(t, x) + 2: bmG(tm, x)ilt 
m=O 

(3.6.5) 

(3.6.6) 

This is straightforward if bn+ I = 0 because the equation is explicit in time. 
However, if bn+ l =1= 0, one must devise a way to solve this equation. The most 
practical way would be a predictor-corrector approach since it would work 
even if the function G(t, x) is quite complicated. For this approach, one would 
employ an explicit predictor to obtain a predicted valuefp(t + ilt, x) and then 
correct the answer by utilizing Jp(t + ilt, x) to compute G(t + ilt, x) in the 
time-quadrature approximation. The result would then yield a new corrected 
value of f(t + ilt, x). 

An alternate approach may be employed in handling the viscous terms since 
they are linear. One first must separate the linear and nonlinear terms in the 
expression for G(t, x). One then can apply an explicit time integration to the 
nonlinear term and an implicit time integration to the linear viscous term. For 
the time integration of the viscous term one approximates values of a2j / ax 2 at 
t by a spectral expansion and a2j / ax 2 at t + ilt by a grid-point approximation 
to the complete inversion of the spectral expansion. Morchoisne (1981) has 
developed a variation of this type of procedure and successfully applied it to 
a variety of flow calculations. Morchoisne employs a standard central differ­
ence approximation for predicting the viscous term; other possible approxi­
mations are an area for future study. It is important to note also that the concept 
of finite-difference predictor and spectral corrector can also be successfully 
applied to the solution of the Poisson equation as numerical experiments by 
Hirsh et al. (1982) have shown. Such an approach was introduced by Orszag 
(1980). 

Another area where additional definition is required is in the area of possible 
errors that may arise in the computation of the nonlinear terms. The errors are 
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termed aliasing errors and result from the multiplication of two spectral expan­
sions, such as j aj /ax. From a general view it is known that these errors are 
not dominant, but some wave-propagation computation results display small 
oscillations that may be either physical or aliasing errors. The user of the 
spectral approach should take care to evaluate any small oscillations in order 
to determine if they are physical or numerical in nature. 

In practical applications of the pseudospectral approach, it has been found 
that the Adams-Bashforth explicit time integration scheme works reasonably 
well for the solution of inviscid problems by Chebyshev expansions. In the 
application, however, there is some uncertainty regarding the optimum time 
step that should be employed in such calculations. Gottlieb and Orszag (1977) 
suggest the condition !l.t :s; 8/N2 for stability (N is the number of spectral 
terms). Based on the physics of the problem, the spectral method can be viewed 
as a one-element expansion over the interval -1 :s; x :s; 1. As a consequence, 
it contains the information that permits any point in the interval to "com­
municate" with another point. As a result, it seems that the time step is 
governed roughly by the time it would take a wave to propagate over the 
complete interval -1 :s; x :s; 1. In a scaled form this would imply that!l.t < 2 
is the maximum limit. An experimental study by Myers, Taylor, and Murdock 
(1981) of the pseudospectral approach has indicated that this limit can be 
approached and still have stable results. The optimum for accuracy and sta­
bility is not known at this time, however. * 

For viscous flows the time step will be limited by the viscous diffusioIi time, 
!l.t - L 2/ V, unless an implicit time integration is used for these terms. If an 
implicit scheme is used, the inviscid time-step will be controlling. Since the 
viscous time step is usually small compared to the inviscid value, it is sug­
gested that an implicit viscous time integration be pursued. 

The outlined pseudo spectral approach has many advantages. First, it can be 
made as accurate spatially as one desires by adding more terms to the expansion 
forj(t, x). Second, it permits introduction of physical boundary points without 
difficulty. Third, it does not require the extensive quadratures of finite-element 
methods. Fourth, it permits the choice of a wide variety of functions for the 
expansion. And lastly, it is easily applied to compressible flows whereas a 
Galerkin spectral method is not. The functions can be splines, Chebyshev 
polynomials, sines, cosines, or any other function sets desired. However, if 
possible, it is important to choose functions that permit the use of rapid 
techniques such as fast Fourier transforms (FFT) or conjugate-gradient-type 
methods in transforming between real and spectral space. Taylor et al. (1981) 
have demonstrated that the conjugate-gradient method can be competitive with 
the FFT in a recent study. Further studies indicate that matrix preconditioning 
can make straightforward matrix inversion competitive as well for time integra­
tion problems. 

*The gradients near the boundaries have a strong influence on the time step that will work best. 
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The constraints for the use of the FFf may be a problem because of the 
required unequally spaced mesh points as occurs when the Chebyshev poly­
nominals are used. However, if one chooses to use equally spaced points and 
Chebyshev polynomials, one will encounter accuracy problems principally in 
the solution for the coefficients of the series by matrix inversion. The reason 
is not totally clear, but Lanczos (1956) points out that the proper way to 
develop an equal-spaced mesh Chebyshev polynomial expansion is to first 
develop a sine series and transform it using functional identities which relate 
sines to a series of Bessel functions and Chebyshev polynomials. This ap­
proach, however, does not seem to yield any advantage when it is imple­
mented. 

Another troublesome area where caution should be exercised in applying the 
pseudospectral method involves problems with discontinuities or large gra­
dients. In such cases it is possible to obtain substantial Gibbs-type phenomena 
(oscillations) near the gradient. As a result, it may be necessary to apply a filter 
to the calculation to damp this type of noise. 

Orszag and Gottlieb (1980) as well as Haidvogel et al. (1980) have employed 
a spectral-filter approach in which the first step is to solve for the coefficients 
of the spectral expansion and then to multiply the resulting coefficient, /;, by 
a factor gi, which has the form 

I - exp[ -(N2 - i2)/M] 
gi = 1 - exp[ -(N2/N5)] 

where i is the index of the term, N is the maximum number of terms, and No 
is an adjustable scale typically taken to be 2 N. Our experience with this type 
of filter has not always been satisfactory. Numerical experiments have indi­
cated that more satisfactory filters can be found by filtering in real space 
according to the rule 

f~ew = fold + rT'( 1'. - 2 I' + I' )old 
) } OJ JJ+l JJ ))-1 (3.6.7) 

where (J'is a damping coefficient and j denotes the spacial location. From the 
finite-difference discussions presented earlier, it is easy to see that this filter is 
equivalent to an artificial viscosity. The key to applying this type of filter is the 
selectivity with which it is applied. Research in this area by Myers et al. (1981) 
and Taylor, Myers, and Albert (1981) has revealed selection rules that seem to 
work reasonably well. One is for incompressible flows and the other is for 
compressible flows. For incompressible flows the rule is as follows: Given the 
point Xj and the computed value of f(xj) 

1. Form Sj+l/2 = f(Xj+l) - f(Xj) , etc. 

2. If Sj+l/2Sj+3/2 < 0 and Sj-l/2Sj-3/2 < 0, apply the correction rew(x) = 
f(x) + 0.l(Sj+l/2 - Sj-l/2). 

For compressible flows the best rule known at this time is the flux-correction 
method of Boris and Book (1976) along with Zalesak (1979). This method uses 
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the following steps: 

1. Time integrate the equations of interest to obtainf(t + fl.t) fromf(t) at N 
points. 

2. Diffuse f(t + fl.t) by the rule 

t(t + fl.t) = t(t + fl.t) + U[jj+I(t + fl.t) - 2 t(t + fl.t) 
+ t-I(t + fl.t)] 

3. Antidiffuse f(t + fl.t) by the rule 

t(t + fl.t) = t(t + fl.t) - (Dj +I/ 2 - Dj - I/ 2) 

where Dj + I/ 2 is obtained from the selection rule 

Dj +I/2 = S max[O, min[Sfl.j - I/2, IDJ+I/21, Sfl.j+3/ 2] 

with 

D J+ 1/2 = Ut+1 (t + fl.t) - t(t + fl.t)] 
S = sign (fl.j + I/ 2) 

fl.j + I/ 2 = t+1 (t + fl.t) - t(t + fl.t) 

This procedure is frequently called the flux correction procedure in finite 
differences and seems to work well in spectral solutions also. An alternate to 
this procedure would be utilization of an artificial viscosity scheme from finite 
differences with a rule for selective application. Research and understanding in 
this area is limited at this time. 

Figures 3.6.1, 3.6.2, and 3.6.3 show the densities computed across a rar­
efaction, contact surfaces, and shock waves obtained by solving one­
dimensional compressible flow equations by the pseudospectral method using 
the filter just described. The calculations were made using a 33-term Che­
byshev expansion of each flow variable; the initial conditions for each case are 
shown on the figures. The results show that the one-dimensional approach 
looks promising. Figure 3.6.4 shows the density distribution with zero damp­
ing for the shock wave. 

In closing the discussion on filtering techniques, we mention an approach 
suggested by Lanczos (1956) for reducing noise in sine-series representations 
of functions. Lanczos suggests filtering the sine series by truncation and then 
multiplying each coefficient by the factor 

sin(io/(N+I)] 
Ui = i1T/(N + 1) 

where N + 1 is the first neglected term in the series and i is the index. In 
addition, Lanczos has demonstrated that the approach removes the Gibbs 
phenomena when one attempts to compute a step function. The factor is also 
suggested for improving convergence of the derivative of the sine series. 
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Fig. 3.6.2 Density for pseudospectral calculation through contact surface. 
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3.7 Finite-Volume or Cell Method 

The finite-volume or cell method is based upon an integral form of the equation 
to be solved. The computational region is divided into elementary volumes 
within which the integration is carried out. Such a procedure allows one to deal 
with complicated geometry without considering the equation written in curvi­
linear coordinates. This also preserves the property of conservation. Only the 
coordinates of the corners of the volume are really necessary, and curvilinear 
coordinates-not necessarily orthogonal-can be used to define the set of 
volumes. 

The finite-volume technique is now described for the model equation 

af + aF + aG = 0 
at ax ay 

where 

F = F/(f) - v(f) af ax 
af 

G = G/(f) - v(f) ay 
(v > 0) 

The integral form of Eq. (3.7.1) is 

!!.. r f du + r H· N ds = 0, 
dt Jop Jrp 

(3.7.1) 

(3.7.2) 

H = (F, G) (3.7.3) 

where Op is an elementary fixed cell with a boundary fp, and N is the unit 
normal to f p • If Cartesian coordinates (x, y) are used in the evaluation of the 
boundary integral in (3.7.3) we have 

H·Nds =Fdy -Gdx (3.7.4) 

Assuming a curvilinear mesh (Fig. 3.7. 1), the elementary ce!l Up is the quadri­
lateral cell ABeD. The evaluation of Eq. (3.7.3) in Up is carried out by first 
defining an averaged value /p off in Op. When necessary, /p is assumed to be 
located at the center of Up" Equation (3.7.3) then yields 

d 
dt (Sp/P) + (HAD + Hoc + Hco + HOA ) = 0 (3.7.5) 

where Sp is the area of the cell Op, and H AB , HBC , Hco , and HOA are the fluxes 
through the sides. Equation (3.7.5) is a differential equation which describes 
the evolution in time of the averaged value /p. It is necessary also to (i) define 
the fluxes HAD, HBC , Hco , HOA , and (ii) to introduce a time discretization of 
(3.7.5). Here we consider only the first point. Taking account of (3.7.4), we 
have 
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Fig. 3.7.1 Basic element for 
finite-volume method. 

(3.7.6) 

where F AB, GAB, FBC, GBC, etc. are, respectively, the mean value of F, G on 
sides AB, Be, etc., and where 

(3.7.7) 

The coordinates of a point such as A are (XA, YA)' 
Next, we consider the inviscid equation (v = 0) deduced from Eq. (3.7.1); 

that is, there is no derivative of / into the flux H· N. If we denote by J;,j the 
mean value of/in the elementary cell (see Fig. 3.7.2), the straightforward way 
to define the fluxes is 

(3.7.8) 

with a analogous expressions for the other fluxes. In the case where a uniform 
Cartesian mesh is considered, these formulas yield the usual central differ­
encing. 

In the same manner, it is possible to define a noncentered scheme by 
assuming, for instance, the mean of F on AB is defined by cx)Fi,j + 
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(1 - (l1)Fi+l,j instead of !(Fi+l,j + Fi) and the mean value on CD by 
(1 - (l1)Fi,j + (lIFi-l,j instead of !(Fi,j + Fi-I,j)' Such a definition with 
(ll = 0 or 1 is used in the finite-volume methods of MacCormack and Paullay 
(1972), Rizzi and Inouye (1973), and Deiwert (1975). In these methods, the 
time discretization is based upon the splitting technique associated with a 
predictor-corrector scheme as described in Chapter 2. 

When viscosity is present, as it is in Eq. (3.7.1), the flux on each side of the 
cell involves first-order derivatives, and it becomes necessary to define mean 
values for these derivatives. Let us consider the flux HAB which is now written 

HAB = [~(Fi+I,j + Fi,j) - ~(Vi+l,j + Vi,j)( ~) AB] aYAB 

-[~(Gi+I,j + Gi,j) - ~(Vi+l,j + Vi,j)(~)AB] aXAB 

and let us describe a simple way to define the averaged derivatives (at / aX)AB 
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and (iJf/iJY)AB' They are considered as mean values on the cell 0' bounded by 
f' = (A', B', C', D'). 

( iJf ) = 1, f iJf dO" = 1, f f dy 
iJx AB S Jn' iJx S Jr' 

( iJf) = ~ f iJf dO" = - ~ f f dx 
iJy AB S' Jn' iJy S' Jf' 

where S' is the area of 0' . Now, it remains to evaluate the curvilinear integrals 
on f'. Let 

f f dy = fE AYA'B' + !B AYB'C' + fp AYC'D' + fA AYD'A' Jr' 

where 

and 

fE = fi+I,j , fp = fi,j 

fA = i(fi+I,j + fi,j + fi,j-I + fi+I,j-l) 

fB = hfi+I,j+1 + fi,j+l + fi,j + fi+I,j) 

AYA'B' = hAYA B + AYAB) 1 1 

AYC'D' = !(AYBA + AYCD) 

AYB'C' = !(AYB B + AYBC) 
1 

AYD'A' = ~(AYDA + AYAA) 

(3.7.9) 

with analogous definitions for AxA'B' , etc. The areaS' = !(Si+I,j + Si,j), where 
Si,j refers to the area of the cell (i ,j). The interest of the above approximations 
is that only the coordinates of the vertices of the cells are involved. 

Another approximation could be 

AYA'B' = -AYC'D' = AYAB, AYB'C' = -AYD'A' = -AYPE (3.7.10) 

with analogous definitions for AXA'B" etc., and S' = AXPE AYAB - AXAB AYPE' 
Such an approximation introduces the coordinates of the center of the cells 
defined as the average of the vertices coordinates. Note that it can be introduced 
in a different way with an equivalent result. More precisely, let us assume the 
center of the cell (i, j) belongs to a cuvilinear system ~(x, y) = const, 
.,,(x, Y) = const (see Fig. 3.7.2). The derivatives of af / ax and af / ay are 
expressed in terms of derivatives with respect to ~ and ." by 

iJf 1 iJ(f, y) 
iJx = J iJ(~,.,,)' 

iJf .!. iJ(f, x) 

iJy J iJ( ~, .,,)' 
J = iJ(x,y) 

iJ( ~, .,,) 
(3.7.11) 
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The various derivatives with respect to g and 'T1 involved in the above expres­
sions are approximated with finite-difference formulas, for example, 

(3.7.12) 

and analogous expressions hold for the derivatives of x and y . Introducing these 
expressions into Eq. (3.7.11), we obtain averaged derivatives (aj /Ox)AB and 
(aj / aY)AB identical to those obtained using Eq. (3.7.10). It is interesting to note 
that the values of g and 'T1 at points E, P ,A, B, etc., disappear in the final 
results: The geometry of the mesh appears only as coordinates of the vertices 
and the centers of the cells. 

Both approximations reduce to the standard centered finite differences in the 
case of a uniform Cartesian mesh. 

Obviously, it is possible to approximate the derivatives in (3.7.12) by other 
finite-difference formulas, for instance, by noncentered differences as used by 
Deiwert (1975). 

Thus far, we have discussed the general approach. Next, we consider two 
specific volume (cell) methods that have been developed for inviscid com­
pressible flows. 

3.7.1 Godunov method 
There is a finite-volume technique available in compressible flows that has 

proven useful in the computation of extremely complicated inviscid flows with 
strong gradients. This technique is a method proposed by Godunov (1959). The 
method is very interesting since it is based on the concept of utilizing localized 
solutions of one-dimensional physical problems to estimate the flow behavior 
in a multidimensional flow. For discussion purposes, consider a one­
dimensional unsteady compressible flow described by the equations 

aj + aF = 0 
at ax (3.7.13) 

where 

f= (~), 
2 

E=~+~ 
'Y-1 2 

In these expressions, p denotes the pressure, p the density, u the velocity, and 
'Y the adiabatic gas constant. 

Next, we integrate Eq. (3.7.13) with respect to x to obtain 
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(3.7.14) 

We then define average quantities by the expression 

fav = iX2 
( f dx ) 

Xl X2 - Xl 
(3.7.15) 

and divide the flow into elements of width dx = X2 - Xl. If one then describes 
the flow in terms of the average quantities, the properties in each element will 
differ but will be constant within the element. Figure 3.7.3 displays this 
variation in a qualitative manner at a time t. 

The principle of the technique centers on this distribution. The basic postu­
late is that, given the initial distribution, the time behavior at the boundaries 
Xl and X2 can be computed from a solution of the Riemann problem (Fig. 3.7.4) 
between the states given by the average cell values n - 1 to nand n to n + 1, * 
respectively. As a consequence, the flux across the cell boundaries over the 
time interval M that goes into Eq. (3.7.14) can be estimated from the Riemann 
problem solutions. The solution of the Riemann problem requires an iterative 
solution for large differences between initial states. This solution approach is 
described by Godunov (1959). 

For the weak-gradient or acoustic-wave case, the problem can be linearized, 
and the resulting equations for the solution between the states nand n + 1 are 

f 
av 

- Pn+l - Pn 
Ux = U2 -

2 2 V'Ylhlh 

n-l 

n+l 

n 

Fig. 3.7.3 First-order distribution of conservation quantities, f. 

*We have used n here to denote the cell number and not time. 

(3.7.16) 
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Fig. 3:7.4 Wave map for Riemann problem. 

_ Un+ I - Un .. ;--=-=-
PX 2 = P2 - 2 V'YP2P2 

x 

(3.7.17) 

(3.7.18) 

These equations are used to estimate the fluxes at the boundary if the flow is 
subsonic where 1 u"1 < V 'Ypz/ 0. This is the case where waves move away 
from the boundary in each direction. If the flow is supersonic in the direction 
where 

1 "1 1- Pn+ I - pn 1 > ~P2 U = U2 - -
2 V'YIJz"Pz P2 

(3.7.19) 

one must use the relationships 

(3.7.20) 

_ Pn+1 - Pn 
PX 2 = P2 - 2 (3.7.21) 

_ pn+1 - pn 
PX 2 = P2 - 2 (3.7.22) 
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for the boundary fluxes. Note that for this application it is assumed that the flow 
is supersonic from left to right. If the reverse is true, the indices must be 
reversed. In these expressions the subscript 2 denotes the average between 
states n and n + 1 defined by J2 = ! (fn + fn+ \). 

The expression given here for the density is slightly different from that 
presented by Godunov. The results, however, are consistent. The quantities on 
the left-hand sides ofEqs (3.7.16)-(3.7.18) and (3.7.20)-(3.7.22) are used to 
compute the fluxes in Eq. (3.7.14). Equation (3.7.14) is then integrated for­
ward one step by an explicit time integration method. This will yield a new 
distribution of average cell quantities. The procedure is then repeated for as 
many time steps as desired. 

In the application of this method in two dimensions, one uses splitting and 
reduces the problem to two one-dimensional problems while applying the same 
formulas. The method is very stable essentially because it has strong damping 
due to the gradient terms that appear in Eqs. (3.7.16)-(3.7.18) and 
(3.7.20)-(3.7.22). These gradient terms in a finite-difference analysis would 
appear as artificial-viscosity-type terms. For very strong blast-wave-type calcu­
lations, experience has shown that the nonlinear Riemann formulas must be 
used. For practical engineering work, the Godunov method has a lot to offer 
because of its strong stability. The sophisticated analyst may look down on the 
scheme, but it should be pointed out that both Taylor et al. (1972) and Sod 
(1975) have shown it to be as accurate as many second-order finite-difference 
methods. As a result, the method is highly recommended for inviscid flows 
with complicated shock patterns. 

An interesting extension of the Godunov method is a scheme proposed by 
Glimm (1965) and developed by Chorin (1976), Sod (1978, 1980a, 1980b), 
and Colella (1979). A rather complete discussion of the method has been 
presented by Sod (1980b) and we will therefore give an abbreviated version 
here. This method does not employ the differential equations in the integral or 
difference form. It simply applies the Riemann solutions for two one-half time 
steps and uses random sampling. The concept is as follows. 

3.7.2 Glimm method 
Consider the one-dimensional problem used to discuss the application of 

Godunov's method. For that problem, the flow was divided into cells of width 
Ax. Then the fluxes at the boundaries were obtained by solving the Riemann 
problem with initial values being the average states on each side of the bound­
ary. Up to the point of solving the Riemann problem, Godunov' s and Glimm' s 
methods are identical. At this point, however, they vary. Glimm's approach 
does not use the flow equations to compute new quantities for a cell; instead, 
it proceeds to solve a second Riemann problem. However, before doing this it 
uses a random sampling of the first Riemann solution to obtain the new 



116 3 Integral and Spectral Methods 

half-time step state. Since this technique is foreign to most readers, we will 
attempt to summarize the procedure through graphical means. 
Step I: 

f 
av 

(a) Initial conditions 

n+l 

n 

n-l 

(b) Solve Riemann problem 

t 

cm 
BOUNDARY 

CONTACT / 
SURfACE / 

\ /RIGHT 
Y RUNNING 

P2 1 WAVE 

P2 // 3 
P2 

u2 // u2 

/ 
/ 

/ 

Step II: Randomly sample the state between Xn - ax /2 and Xn + ax /2 to 
obtain new average initial conditions at t + at /2 

SA~:PLE ONE POI,T I 
IN THIS REGION 

~x 

"2 

f 
av 

<x< X + b.x 
- - n 2 

Step 1II: Repeat Steps I and II using the new initial conditions generated in Step 
II (note that the x interval is shifted by ax /2 for this step). 

At the conclusion of Step III, one has generated a new solution for the values 
of f at the xn+ 1/2 grid points. This procedure is very interesting since it never 
employs the overall conservation equations-only the local solutions. This is 
an interesting concept that could possibly be extended to other equations. 
However, the technique for applying the method to generalized flows with 
nonrectangular geometries has not been fully developed at this time. For 
one-dimensional problems the method works extremely well. Figure 3.7.5 
shows some typical one-dimensional results obtained by Sod for the solution 
of the shock-tube problem with initial states PI = 1, PI = 1, UI = 0 and 
P2 = 0.125, P2 = 0.1, and U2 = O. For the calculations 'Y = 1.4 and 
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Fig. 3.7.5 Results obtained for solution of shock-tube problem by Glimm's method. (Courtesy of G. 
Sod.) 

ax = 0.01. In the calculations Sod pointed out that in the application of the 
Glimm method a velocity to be applied at the boundary is chosen based on the 
rule* 

Ut+l!i.t/2 = U(x + I:ax t + M/2) Xn +l/2 n ~ , 

where -1:S ~ :S 1 and ~ is chosen randomly. Sod indicates that the best 
success is obtained if ~ is chosen only once per time step. As one can see the 
results for the one-dimensional calculation are quite adequate and are better 
than most finite-difference approaches. 

*u in this equation is the Riemann solution. 
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CHAPTER 4 

Relationship Between Numerical Approaches 

The previous discussions have presented a variety of numerical methods that 
can be employed to generate numerical solutions to flow problems. The appar­
ent difference in these methods is not always easy to point out explicitly. 
However, we can demonstrate some explicit relationships between 
finite-difference, integral, and spectral methods for simple cases. For the more 
complicated or higher-order approaches, only qualitative comparisons are 
possible. 

4.1 Finite-Difference Equivalent of Finite-Element Scheme 

In Chapter 3, we compared techniques in the same class. In this section, we 
concentrate on the comparison of techniques of different classes. Consider first 
a comparison of finite-element and finite-difference techniques. This is best 
accomplished by deriving a finite-difference method from a finite-element 
approach. Consider for this case the simple equation 

af + af = ay 
at ax ax 2 

and assume 
N 

f= 2: Nj(x),t(t) 
j=! 

(4.1.1) 

(4.1.2) 

where Nj (x) are the one-dimensional shape functions and,t (t) are the nodal 
values of f at points j. Following the finite-element approach previously out­
lined, one obtains the equations 

N( d,t ) N ~ Pi,j d: + qi,j,t = ~ ri,j,t 
J=! J=! 

(4.1.3) 

where 

(4.1.4) 



4.2 Finite-Difference Equivalent of Spectral Scheme 

_ (I dNi dNj 

ri,j - - Jo dx dX dx 

For a linear shape function such that for Xj_1 ::::; x ::::; Xj 

X· - x N - 1 
j-I-~' 

and for Xj ::::; x ::::; Xj+1 

N. = Xj+1 - X 
J dX' 

N. = x - Xj-I 

J dx 

X-X, 
N'+ I =--' 

J dx 
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one can show that the resulting values for the coefficients of Eq. (4.1.3) are 

0, j=t=i,i+l,i-l 

~dx, j = i-I 
Pi,j = (4.1.5) 

~dX, j=i 

qi,j = 

r·· = ',J 

~dX, j = i+l 

0, 
1 -'2, 

0, 
1 
2 , 

0, 

l/dx, 

j =t= i, i+l, i-I 

j = i-I 
j = i 

j = i+l 

j =t= i, i+l, i-I 

j = i-I 
-2/dx, j = i 
l/dx, j = i+l 

When these values are inserted into Eq. (4.1.3), the result is 

~ [fi+1 + 2fi + fi-I] + fi+1 - fi-l = fi+l - 2fi + fi-l 
dt 6 3 6 2 dx dX2 

(4.1.6) 

(4.1.7) 

(4.1.8) 

This equation is the same as the standard second-order finite-difference method 
presented earlier. The time term differs, however, because it has a three-point 
spatial average of the variable f. As a result, the difference equation is equiv­
alent to an implicit finite-difference method. 

4.2 Finite-Difference Equivalent of Spectral Scheme 

A similar equation is found if one applies a Chebyshev expansion to derive a 
difference equation. In order to derive the equivalent expression assume that 
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2 

J= L aj(t)Tj(x) (4.2.1) 
j=O 

where Tj(x) is a Chebyshev polynomial of degree j and aj(t) is an unknown 
function. 

In this expansion, we normalize the interval -1 < x < 1 and letJ = jj-l at 
x = -1,J = jj at x = 0, and J = jj+ 1 at x = 1. Noting that To = 1, TI = x, 
and T2 = 2X2 - 1, we substitute (4.2.1) into Eq. (4.1.1) to obtain 

{
a, f+l TjTj - 1 

~~dx- 27T, 
-I vI - x-

we obtain 

ao + al = 4a2 

a{ + 4a2 = ° 
a;' = ° 

7T, 

(4.2.2) 

(4.2.3) 

The last two equations are clearly invalid since they require that a2 = const and 
al - const x t. This occurs because of truncation of the expansion. As a 
result, they should be discarded. This also becomes apparent if one attempts 
to derive a difference equation from these three relationships. In order to obtain 
difference equations, it is necessary to relate the ao, at. and a2 terms to the 
values ofJatx = -1,0, and 1. This is easily accomplished by evaluating Eq. 
(4.2.1) at these points and solving the resulting equations to obtain 

Substitution of these into the set of equations (4.2.3) yields 

!£ (jj+1 + 2jj + jj-I) + f1Y = f12J 
dt 4 2 

(4.2.4) 

(4.2.5) 

(4.2.6) 

(4.2.7) 

(4.2.8) 



4.3 Finite-Difference Equivalent of Godunov Method 

~(AY) = 0 
dt 

123 

(4.2.9) 

Equation (4.2.7) represents the original equation and is equivalent to the 
finite-difference equation 

~(/i+1 + 2/i + /i-I) + /i+1 - /i-I = /i+1 - 2/i + /i-I 
dt 4 2ax ax2 (4.2.10) 

This equation (4.2.10) can be interpreted in two ways: 
(i) It gives the solution/i when/i-I and/i+1 are boundary conditions. In that 

case the approximation is quite coarse (ax = 1). But, one could derive more 
accurate finite-difference-type equations by using higher-order expansion poly­
nomials. Note that each of such equations connects N nodal values ofjin case 
on a N-term expansion. 

(ii) It is considered as applied to an elementary interval (Xj_l, Xj+ I) of length 
2ax, ax ~ 1, normalized in (-1, 1). In that case, conditions on the 
coefficient aj in Eq. (4.2.1) are needed to match the solution at the common 
bound of two elementary intervals. For example, continuity of the functionj 
and of its derivative a.r / ax can be required. That will give a supplementary 
equation connecting the nodal values of the functionJ. For higher-order expan­
sions, more complicated matching conditions could be devised. 

4.3 Finite-Difference Equivalent of Godunov Method 

In addition to the finite-element and spectral equivalents of finite differences, 
it is also possible to indicate the equivalent finite-difference scheme for the 
Godunov method. This can be accomplished by examining the flow equations 
in one dimension. If we write the conservation equations in the form 

aj + aF = 0 
at ax (4.3.1) 

where j is the conserved quantity and F is the flux through an x boundary, then 
it is possible to relate Godunov's approach to finite differences. In the Godunov 
scheme, one can observe on close examination [Eqs. (3.7.16)-(3.7.18)] that 
the value of F at a cell boundary between cells n and n + 1 is approximated by 
the functional form 

t _ Fn + Fn+1 
Fn+I/2 - 2 - (hn+1 - hn) att (4.3.2) 

As a result, when Eq. (4.3.1) is written in difference form, one has 
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!n{t + ~t) - !n{t) + F~+1/2 - F~-1/2 = 0 
~t ~X 

(4.3.3) 

or 

!n(t + ~t) - !n(t) + Fn+1 - Fn- I _ (hn+1 - 2hn + hn- I ) = 0 
~t 2~x ~x 

(4.3.4) 

This equation is a finite-difference equivalent of the original equation with an 
added dissipation term. This dissipation is the stabilizing influence and, from 
tests of the method, appears to work reasonably well. 



CHAPTER 5 

Specialized Methods 

In addition to the finite-difference, finite-element, and spectral techniques, 
there are computational techniques that do not fall directly into these catego­
ries. These techniques can be useful and, therefore, we have included them in 
this chapter. 

These techniques vary in nature from Green's function methods to the 
method of characteristics. In the discussion, we will outline some of the more 
practical approaches, but will not attempt to give all the details since each 
method could be a subject for an independent treatise. The first technique to be 
considered is an approach used to solve problems that can be described by a 
Laplace- or Poisson-type differential equation. 

5.1 Potential Flow Solution Technique 

In the solution of numerous incompressible flow problems it is possible to 
utilize the classical Green's function techniques in order to introduce an inte­
gral formulation of some of the describing equations. Potential flow problems 
are particularly suited for this approach since it allows the reduction of a 
three-dimensional problem to a two-dimensional surface integral. This 
simplification greatly reduces the magnitude of a three-dimensional problem 
and results because of the introduction of classical analysis tools into a prob­
lem. This is important to note since one might anticipate, upon initial exam­
ination, that a finite-difference method would be the best approach for solving 
potential problems. The formulation of a finite-difference equivalent is simple 
but the difficulty in most practical applications arises due to geometrical re­
quirements. These requirements arise either due to complicated geometry on 
which the boundary condition, * 

M=o an 
must be satisifed or due to a large spatial region in which the number of grid 
points exceeds practical computer capacity. As a consequence of these fea-

*Note we employ n to denote the nonnal in this section. 
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tures, the direct solution of the potential equation by finite differences is not the 
first choice of solution methods. The reason is that for many subsonic flows the 
solution to- a potential problem for a complex geometry can be converted to the 
solution of an integral equation that can be solved with far less cost and effort. 
The procedure has been developed by Hess and Smith (1964, 1966), Roberts 
and Rundle (1972), and Rubbert et al. (1967, 1972). 

The principle behind the solution to the potential equation is the well-known 
approach of summing sources, sinks, and dipoles to form an integral equation 
that describes the potential. This can be accomplished in two ways. The first 
is to employ Green's theorem which states that the potential at a point P in 
space exterior to the surface s is given by the expression 

1 II 1 ocf> 1 II 0 [ 1 ] cf>(P) = - - --- (q) ds + - cf>(q) - -- ds 
41T r(P, q) on 41T on r(P, q) q 

s s 

(5.1.1) 

where n denotes the normal to the surface s at point q. Figure 5.1.1 gives a clear 
picture of each variable's meaning. 

On the surface Eq. (5.1.1) becomes an integral equation for cf>(p) since 
ocf>/onq is prescribed. Hess (1972) points out in his studies, however, that this 
equation has a nonunique solution and is not the best formulation. The formu­
lation yielding the least difficulty is the surface potential given by Kellogg 
(1953) 

cf>(p) = I I r(p~ q) u(q) ds (5.1.2) 

where u(q) is the unknown distribution of source strength. Applying the 

Fig. S.U Nomenclature for 
potential formulation. 
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boundary condition iJe/> / iJn = 0 on the surfaces and noting a jump in the 
derivative at the surface (see Kellogg,1953), one obtains 

27TU(p) - II ~ [-r( 1 )] u(p) ds = -np' V 00 (5.1.3) 
iJnp p, q 

This is a Fredholm integral equation of the second kind which has a well­
behaved solution. Once the value of u(p) has been obtained from this equa­
tion, Eq. (5.1.2) can be employed to compute e/>(p) and the velocity field given 
by V = grad e/>. Once the velocity field is known, the pressure field can be 
calculated by the equation 

(5.1.4) 

It is important to note that this approach is equally useful for external or interior 
flows, provided the sign is reversed on the normal for interior flows. 

The primary advantages of this approach are that it reduces the dimen­
sionality of the problem by one and can be made as accurate as necessary. In 
addition, its grid points occur only on the boundaries which are normally finite 
even though the flow field is infinite. Also, it computes the velocity field as well 
as the potential with equal accuracy. The disadvantages of the method are that 
it is inaccurate in regions of extreme body curvature and a high density of 
points is needed. The degree of concentration of points depends on the accu­
racy with which the body surface is approximated in the solution of the integral 
equation, Eq. (5.1.3). This approximation results when the integral equation 
is reduced to the form 

27TU(p) - f Ui(P) II iJ~p [r(p~ q)] ds = -np'Voo 
I Ai 

(5.1.5) 

where the integral 

I I iJ~p [r(P: q) ]dS 
Ai 

(5.1.6) 

must be evaluated for the element Ai. At times the evaluation can be trou­
blesome since it is dependent on the geometry of the surface, and the com­
putation of the derivative with respect to the normal can offer difficulty. The 
evaluation of the Ai terms is accomplished most easily for the case where the 
surface is approximated by planar elements. This yields what is frequently 
called a first-order solution. Figure 5.1.2 displays such an approximation of a 
body. For surfaces with sharp comers and small radii of curvature, this approx­
imation clearly becomes inaccurate. Improvements beyond the linear area 
approximations have been introduced by Hess (1973), Roberts and Rundle 
(1972) and Craggs et al. (1973) who have addressed the nature of the potential 
solutions near the edges of bodies indicating the importance of such effects on 
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Fig. 5.1.2 Approximation of body 
by elements. 

the solution. The procedure for solving the potential equation consists of the 
following steps: 

1. Approximate the surface of interest by N elements. 
2. Choose one point on each element to be the point p at which O'(p) is to be 

evaluated. 
3. Evaluate the surface integrals* 

Ai,j = II a~p [r(p~ q)]dS (5.1. 7) 

Aj 

for each element. Note that for p = q this integral reduces to 271' so that the 
constant term in Eq. (5.1.5) is canceled. Much work in evaluating these 
integrals has been completed by Hess for two- and three-dimensional flows. 
He points out that those integrals can be evaluated by examining the poten­
tial and velocity induced by a surface element of unit source density at a 
point in space. The procedure to arrive at the result is, unfortunately, a bit 
lengthy and somewhat tedious. As a consequence, we refer the reader to the 
work of Hess and Smith (1966) for details of the evaluation. 

4. Form the equations 

N 

2: Ai,jOj = - nj • V 00 (5.1.8) 
i=i 

5. Solve the algebraic equations of step 4 by a direct Gauss elimination method 
or by the Gauss-Seidel iteration approach. 

In principle, this approach is straightforward except for the details of evalu­
ating the Ai,j terms. In general, applications of this method necessitate the 

*Here j denotes point p at which the normal is evaluated. 
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development of computer subroutines for the A;,j computations. Once this is 
accomplished, the method becomes a large matrix manipulation which can be 
troublesome. 

In addition to the inviscid potential flow, it is also possible to utilize the 
Green's function approach in the solution of formulation and solution of other 
problems. This is particularly true of stream-function vorticity problems. 

5.2 Green's Functions and Stream-Function Vorticity 
Formulation 

The two-dimensional incompressible flow equations of Chapter 1 can be writ­
ten in the form 

aw + u aw + v aw = _1 V2w 
at ax ay Re 

V2'1'+w=O 

a'l' 
u = +-

ay' 

a'l' 
v =--

ax 

(5.2.1) 

(5.2.2) 

(5.2.3) 

where w is the vorticity, 'l'the stream function, u the velocity in the x direction, 
and v the velocity in the y direction. The equation for the stream function can 
be converted into an integral equation by employing results of the potential 
theory. First the solution of the stream-function equation is given by the 
integral* (see Batchelor, 1967) 

'I' = ~~ I I w' In r dV' 

where 

r = Y(x - X')2 + (y - y')2 

dV' = dx' dy' 

w' = w(x', y') 

From this expression one obtains the velocities 

u = __ 1 II (y - y')w' dV' 
p 21T r2 

v = +_1 II (x - x')w' dV' 
p 21T r2 

*In this expression In r is the Green's function in two dimensions. 

(5.2.4) 

(5.2.5) 

(5.2.6) 
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These velocities are for solution of the stream-function equation with vorticity. 
However, it is possible to add solutions Uh and Vh which satisfy V2'1' = 0 with 
the result that 

(5.2.7) 

(5.2.8) 

These expressions, when combined with the vorticity transport equation, yield 
a formulation in terms of u, v, and w. The boundary conditions on U and v are 
satisfied by selecting the appropriate Uh and Vh solutions. There are varying 
views regarding the necessity for the homogeneous solutions to the stream­
function equation. Thompson et al. (1973, 1974) argue, for example, that if the 
vorticity satisfies exact viscous boundary conditions then the homogeneous 
solutions need only satisfy the free-stream conditions; therefore, Uh = Uoo and 
Vh = Voo.The key to this argument is the ability to determine the vorticity on 
the boundaries so that the exact boundary conditions and flow equations are 
satisfied. This turns out to be the principal problem with this approach. Gener­
ally, the boundary vorticity is obtained by a Taylor series expansion of the 
definition (see Section 6.5) 

Cd =VxV (5.2.9) 

Wu (1975, 1976) has studied this question and suggests that both the first­
and second-order Taylor series boundary approximations can violate an overall 
integral law for vorticity. He further suggests applying Eqs. (5.2.7) and (5.2.8) 
at the boundary in order to obtain an integral equation for the surface vorticity. 
The procedure for solving a problem would be as follows: 

1. Integrate Eq. (5.2.1) forward in time to obtain new w values at each interior 
field point. 

2. Form the relationships 

(5.2.10) 

(5.2.11) 

requiring that the singularity (i, J) be avoided. In these expressions Us and 
Vs are surface vorticity potentials with undetermined strengths and the wi,i 
are the values from step 1. 

3. Evaluate the relationships of step 2 at the boundary and determine appropri­
ate vorticity potentials to satisfy the boundary conditions. 
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The outlined procedure is very similar to the potential solution method of 
Hess and Smith (1966) discussed previously. The procedure for finding u. and 
v. can be equally tedious. As a result, the user may find it necessary to invest 
a fair amount of effort in computing a fully accurate solution. For some 
problems the user may wish to pursue the simplified approach of Thompson et 
al. (1973, 1974). For this case assume u. and v. are zero and compute the 
surface vorticity by the formula 

Wi-lj2,j = Di-lj2,j X 3!) - Vi+l,j + 9 Vi,j] + 0(dX2) (5.2.12) 

The difference in results obtained by using Green's formula or approximations 
analogous to (5.2.12) is discussed in Section 6.6.1. 

The methods discussed thus far are for unsteady cases which, of course, can 
be integrated to a steady state. Wu and Wahbah (1976), Wu and Rizk (1979) 
have also presented an alternate integral formulation for both velocity and 
vorticity for application to steady and unsteady flows. However, we will not 
attempt to review the formulation here. 

Independent of the approach employed one is also faced with the problem 
of starting the calculation. If one is not interested in the exact transient of the 
flow and seeks only the steady-state result, then the most natural course is to 
assume potential flow. 

The advantages of the Green's function formulation are primarily in the 
integral formulation which tends to lend stability and frequently a decrease in 
computation time when the region of vorticity is limited in size. Studies to date 
have not revealed any large advantage over other approaches in two dimen­
sions, but they do indicate a time advantage over finite differences in three 
dimensions. However, the method still needs further investigation to draw 
conclusions regarding its principal advantages. For the reader wishing to pur­
sue this approach, additional detail can be found in the work of Thompson et 
al. (1973, 1974) as well as Wu and Thompson (1973). In addition to the 
Green's function formulation, there is an additional approach to solving the 
stream-function vorticity equations. This is the discrete vortex summation 
method which will now be outlined. 

5.3 The Discrete Vortex Method 

The discrete vortex element method for solving incompressible two­
dimensional flows has been discussed by a variety of authors in the literature­
Rosenhead (1931), Birkhoff and Fisher (1959), Chorin (1973), Milinazzo and 
Saffman (1977), Moore (1976), Hald (1979), Saffman and Baker (1979), and 
Leonard (1980). The basic concept of the approach is to represent the flow by 
discrete vortices that move with the fluid. For an inviscid flow, this concept is 
suggested by the vorticity equation 
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Dw =0 
Dt 
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(5.3.1) 

which physically implies that if one travels with an element of fluid the 
vorticity remains constant. As a result, one can conceive of following vortex 
elements through a flow. The trajectories of these elements are given by the 
definitions of fluid velocity, i.e., 

dx 
- =u 
dt 

(5.3.2) 

dy 
- =v 
dt 

(5.3.3) 

If one knows the velocities, these equations can be integrated. The remaining 
step is to find an expression for the velocities. If it is assumed that the field is 
composed of a set of point vortices of strength ki at the points (Xi, Yi), then the 
stream function of the field by superposition would take the form 

1 
'I' = - -4 2: ki In [(x - Xi)2 + (y - Yi)2] 

1T', 
I 

since a single point vortex has the solution 

k, k 
'l'p = - 2~ In r = - 4~ In [(x - xY + (y - yJ2] 

The velocity field then is given by 

dxj = u = + a'l' = __ 1 2: ki(Yj 2- Yi) 
dt ay 21T' i ri,j 

i*j 

dy j = v = _ a'l' = + _1 2: ki (Xj 2- Xi) 
dt ax 21T', ri J' 

I ' 

where 

rT,j = (Xi - Xj)2 + (Yi - Yj)2 

(5.3.4) 

(5.3.5) 

t 
(5.3.6) 

(5.3.7) 

These realtionships represent the trajectory equations for each vortex. As a 
consequence, their integration will yield the position of each vortex and hence 
the velocity field at each position and time. However, there are two problems 
with this approach. First, the approach does not satisfy any boundary condi­
tions as written, and second, the integration of the equations tends to blow up 
due to the singular nature of the right-hand side of the equations for i ap­
proachingj. Chorin and Bernard (1973) have indicated that the latter problem 
can be overcome by utilizing "blobs" in place of point vortices, i.e., use 
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ki 
'I' = - - In Irl 

p 27T for Irl ~ 8 
(5.3.8) 

for Irl < 8 

and choose 8 so that vortex displacement during a time step is of the same order 
as the separation of vortices. The selection, however, is up to the analyst. 

The discussion thus far has considered only the inviscid case. The point 
vortex method has also been applied to viscous flow problems (Chorin (1973)). 
The procedure is to employ the point vortex approach with a random walk 
added into the trajectory. It is speculated that this approach should represent 
solutions to the viscous flow problems. At this time, the approach remains 
controversial as the work of Milinazzo and Saffman (1977) demonstrate. 

Application of the general concept of the vortex method to free field flows 
without solid boundaries is not difficult in principle, but the optimum procedure 
for including boundaries is not totally clear. For inviscid flows, one can employ 
images to eliminate flow through the boundary. IIi the viscous case, however, 
vorticity is generated at the boundary, and the source strength and location of 
vortices introduced to satisfy the Navier-Stokes equations is not well defined. 
Chorin (1978) has discussed this issue and proposed a method that seems to 
work for boundary layers but encounters difficulty with separated flows. 

Based on this discussion, it is apparent that the vortex method is rather novel 
but remains somewhat controversial in its value for application to viscous 
flows. Perhaps future research can resolve the question. The extension of the 
method to three dimensions can be difficult. Rehbach (1977), however, has 
developed a technique to compute three-dimensional flows which is similar in 
nature, and the reader is referred to Rehbach's work or Guiraud-Vallee et al. 
(1978) for the details. 

An alternate to the discrete vortex approach has been proposed by Chris­
tiansen (1973). The technique combines the vortex tracking concept with a 
mesh for the stream function. This approach will now be outlined. 

5.4 The Cloud-in-Cell Method 

The application of the discrete vortex method is clearly troubled by the source 
singUlarities and the fact that a large number of vortices are required for 
reasonable accuracy. An approach that seems to take the best features of the 
vortex tracking technique and the stream-function vorticity finite-difference 
methods has been proposed by Roberts and Christiansen (1972). This approach 
integrates the trajectory equations for each vortex, i.e., 

dxn dt = Un (5.4.1) 
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dy" = V 
dt 11 

(5.4.2) 

The velocities are obtained from the stream function but not by the series 
summation. A numerical solution of the stream-function equation is con­
structed using the vorticity averaged over cells. For the solution, a mesh 
overlays the field of vortex movement. The vorticity at each mesh point of a 
grid surrounding a vortex (Fig. 5.4.1) is obtained by alloca!ing the vorticity of 
a point vortex located at th~point x" = Xi + &, y" = Yj + 5y according to the 
normalized weights (& = &/Ax, 5y = By/Ay) 

Wi,j = (1 - &)(1 - 5y) = AI, Wi+I,j = &(1 - 5y) = A2 
(5.4.3) 

WiJ+I = (1 - &)5y = A 3 , 

When the vorticity of each vortex has been attributed to all the grid points, one 
then has a mesh of points (i ,j) with a given vorticity. The stream-function 
equation, 

(5.4.4) 

is then solved by any desired technique-Le., the finite-difference, 
finite-element, or spectral method. The appropriate boundary condition for the 
velocity must be known in order to completely set the stream function at each 
boundary of the overall mesh. Once the stream function and hence the velocity 
is known at each point of the mesh then the velocities for translating the vortex 
elements are computed by the rule 

i,j+l i+l, j+l 
~------------~I--------------

1-------

i,j 

I 

I 
I 

fXnYn 
I 

I 
I 

Fig. 5.4.1 Area weighting for cJoud-in-cell method. 

i+l,j 
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Un = U(Xn, Yn) = A1Uj,j + A 2 Ui+l,j + A 3 Uj,j+l + A 4 Ui+l,j+l 

Next, the trajectory equations are integrated for each vortex, i.e., 

dxn dt = Un, 
dYn -=v dt n 
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(5.4.5) 

(5.4.6) 

This procedure seems to work well and has been successfully applied by 
Roberts and Christiansen (1972) and Christiansen (1973), as well as Milinazzo 
and Saffman (1977). The applications indicate that the cloud-in-cell approach 
is about 20 times faster for N = 1000 (vortex count) than the discrete vortex 
approach. 

5.5 The Method of Characteristics 

In the past years the solution of inviscid supersonic or inviscid transient com­
pressible flow problems were frequently developed by a technique termed the 
method of characteristics. This approach took advantage of the fact that these 
flows could be characterized by families of intersecting lines along which 
disturbances propagate. These lines became known as the characteristics of the 
flow and made up the computational grid. The trajectory of these lines were 
unknown a priori and had to be determined by calculation. As a result, the grid 
shape was unknown. This approach had a fundamental problem because in 
regions of steep flow gradients the characteristics tended to collapse on top of 
each other, and hence the grid for the calculations would degenerate. As a 
consequence, the method was frequently troublesome to apply. However, it did 
have the asset of being fast when it worked. In recent years, the direct charac­
teristics method is not often utilized to solve problems because of advances in 
new methods. The principles, however, are still important and are frequently 
employed to relate interior flow mesh solutions from all types of methods to 
boundary values. They are also prevalent in the understanding of both the 
Godunov and Glimm methods discussed earlier. As a result of this importance, 
the basic principle of the approach for both the steady and transient cases is 
discussed. 

Consider the transient case for a one-dimensional isentropic compressible 
flow. For this case the equations take the form 

op + opu = 0 
at oX 

(mass) 

opU a - + -(p + pu2) = 0 at oX 

l!... = const pY 

(5.5.1) 

(momentum) (5.5.2) 

(5.5.3) 
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For use in these equations the sound speed c is defined by the relationships 

c2 = :' c2 = ; (5.5.4) 

Introducing these relationships, the original equations can be rearranged to 
obtain 

ap ap au 
at + u ax + p ax = 0 (5.5.5) 

au + u au + c2 ap = 0 
at ax p ax 

(5.5.6) 

These equations can be employed to derive the characteristics, using the con­
cept of determining where derivatives of the functions p and u may be indeter­
minant in the flow. This is accomplished by forming a set of equations with 
(5.5.5) and (5.5.6) and the relationships 

au au 
du=-dx+-dt 

ax at 
(5.5.7) 

dp = ap dx + iJp dt 
ax at 

(5.5.8) 

One then attempts to solve this set for the derivatives of p and u. Proceeding 
with this task and finding the condition when these derivatives are indeter­
minant, one will obtain the relationships 

and 

dx - = u ± c 
dt 

. dp 
c-±du=O 

p 

(5.5.9) 

(5.5.10) 

Equation (5.5.9) is known as the characteristic equation. When integrated it 
yields a characteristic network since one set of lines x = f:+AI (u + c) dt 
intersects the other set x = f:+ AI (u - c) dt. Figure 5.5.1 shows a simple 
example. Along the characteristic Eq. (5.5.10) holds; the positive sign holding 
along u + c and the negative sign along u - c. From these equations and the 
known conditions at points 1 and 2, it is possible to solve for the position of 
point 3 and the values of p and u at that point. Using this procedure from a line 
t = 0 one can advance forward stepwise in time. The mesh may become 
irregular, however, depending on the nature of the flow and the position of a 
boundary. It is important to note that the equations can be applied at all points 
in the flow and provide a means for connecting interior points in a flow to 
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t 

1 2 
Fig. 5.5.1 Characteristics grid. 

boundary points. For steady supersonic flows another set of characteristic 
equations can be derived by following a similar logic. One utilizes the equa­
tions 

u au + v au +! ap = 0 
ax ay pax 

(momentum) 

u av + v av +! ap = 0 
ax ay pay 

(momentum) 

apu + apv = 0 (mass) 
ax ay 

av _ au = 0 (irrotationality) 
ax ay 

J!.... = const p'Y 

One can show that the equations for the characteristics are 

dy uv ± cVu 2 + v 2 - c2 

dx = u2 - c2 

and the conditions along the characteristics are 

(u 2 - c2) dy du + (v 2 - c 2) dv = 0 
dx 

(5.5.11) 

(5.5.12) 

(5.5.13) 

(5.5.14) 
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These equations can easily be transformed to the classical mach line-streamline 
formulation given in texts such as by Liepmann and Roshko (1957). 

The discussion thus far considers only one-dimensional unsteady and two­
dimensional steady flows. However, characteristics can be applied to multi­
dimensions. There is more than one procedure (see Ferri, 1954; Holt, 1956; 
Butler, 1960; Holt, 1963; Cline and Hoffman, 1972; Rakich, 1967; Holt 
(1974)) for this but, for practical purposes, the splitting methods can be applied 
to reduce the problem to multiple one-dimensional unsteady or multiple two­
dimensional marching problems. The details of this procedure are not included 
here since, in general, the other numerical methods discussed in this text are 
less difficult and more efficient to apply. This is confirmed in the studies of 
Rakich and Kutler (1972) who compared the characteristics approach with a 
finite-difference shock-capturing calculation for a three-dimensional super­
sonic flow. They found on a point-by-point basis that the shock-capturing 
calculation was about four times faster. 

The principal future use that can be seen for the method of characteristics is 
basically for extrapolation from computed points in a compressible flow to an 
unknown boundary point. The principle is simply to extend a characteristic 
from a point until it intersects with a boundary and then integrate the com­
patibility relationship along the characteristic. When the boundary condition is 
combined with these results the flow at the boundary point can usually be 
determined. 
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PART II 

INCOMPRESSIBLE FLOWS 

In this part of the book we address the problem of computing incompressible 
flows. For such flows there are various possibilities for the formulation of the 
problem. These include primitive variables, stream-function vorticity, and 
vorticity velocity. The primitive-variable approach offers the fewest compli­
cations in extending two-dimensional calculations to three dimensions. The 
primary difficulty with this approach is specification of boundary conditions on 
pressure. However, this problem can be eliminated as will be described in the 
following chapters. 

We also discuss the use of the stream-function vorticity formulation for 
plane two-dimensional flows. Here the difficulty is primarily associated with 
determination of vorticity at a boundary. A number of procedures for sur­
mounting this problem are available and some are described in the discussion 
that follows. An inconvenience of the stream-function vorticity formulation is 
that the pressure is not directly obtained and consequently additional calcu­
lations are required for its determination. 

We have not addressed the formulation for three dimensions which employs 
an extension of the concept of stream-function vorticity. The interested reader 
is referred to Aziz and Hellums (1967), Mallinson and De Vahl Davis (1973, 
1977) for application details and to Hirasaki and Hellums (1970), Richardson 
and Cornish (1977) for boundary-condition questions. 

We note the possibility of utilizing a formulation in two dimensions of a 
stream-function only equation. We have not investigated this approach and the 
reader is referred to Bourcier and Francois (1969), Roache and Ellis (1975), 
Morchoisne (1979), and Cebeci et al. (1981) for the details of this approach. 

One additional formulation which is not included should be mentioned. This 
is the velocity vorticity approach. This approach requires the vorticity equa­
tion, the continuity equation, and the equations that define vorticity in terms of 
velocity gradients. A combination of the continuity equation and the definition 
of vorticity can be made after differentiation of both equations. This yields 
elliptic equations for the velocity components. The interested reader is referred 
to Fasel (1976) and Dennis et al. (1979) for application of the approach. 
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CHAPTER 6 

Finite-Difference Solution of the Navier-Stokes 
Equations 

6.1 The Navier-Stokes Equations in Primitive Variables 

The Navier-Stokes equations without external force can be written in dimen­
sionless form 

av 1 - + A(V) + Vp = - V2v at Re 
(6.1.1a) 

V'V = 0 (6.1.1b) 

where A(V) is expressed by one of the following equations according to the 
choice of conservative or nonconservative form of the convective term: 

A(V) = V· (VV) 

A(V) = (V, V)V 

(6.1.2a) 

(6.1.2b) 

In Cartesian coordinates (x, y) the two components a(u, v), b(u, v) of 
A(V) = ai + bj where V = (u, v) are given by, respectively, 

a a 
a(u, v) = - (u 2) + ;- (uv) ax vy 

(6.1.3a) 
a a 

b(u, v) = ax (uv) + ay (v 2) 

for (6.1.2a) and by 

au au 
a(u, v) = u ax + v ay 

(6.1.3b) 
av av 

b(u, v) = u - + v -
ax ay 

for (6.1.2b). 
A typical problem associated with Eq. (6.1.1) is the initial boundary-value 

problem defined as follows: Find the V, p, solution of Eq. (6.1.1) in a bounded 
domain n with the boundary r such that V is given on the boundary r by the 
equation 

V = Vr (6.1.4) 
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and V is given at initial time t = 0 by 

V = VO 

The boundary value V r must satisfy the condition 

Ir Vr' N ds = 0 

(6.1.5) 

(6.1.6) 

where N is the normal unit vector to r, and the initial condition VO must satisfy 

V'VO = 0 (6.1.7) 

The main difficulties associated with the solution of the Navier-Stokes 
equations in velocity-pressure formulation are the following: 

(i) The presence of the constraint V . V = 0, which must be satisfied at any 
time, does not allow the use of a simple explicit method that avoids solution 
of an algebraic system of equations. 

(ii) There is a lack of boundary conditions for the pressure. 
In the discussion which follows we will describe various approaches that 

have been employed in finite-difference solutions to overcome these diffi­
culties. In Chapters 7 and 8 we also discuss procedures employed for 
finite-element and spectral methods. We begin the discussion by considering 
the artificial compressibility method for steady flows. 

6.2 Steady Navier-Stokes Equations: The Artificial 
Compressibility Method 

The steady Navier-Stokes equations are deduced from (6.1.1) and are written 

A(V) + Vp = _1 V2V 
Re 

V'V = 0 

(6.2.1a) 

(6.2.1b) 

Typical boundary-value problems associated with these equations concern the 
solution in a bounded domain with velocity V on the boundary given by 

V = Vr (6.2.2) 

As for the unsteady Navier-Stokes equations, the numerical difficulty lies in 
the constraint V . V = O. In the steady case, this difficulty can be surmounted 
by using the so-called artificial compressibility method. 

6.2.1 Description of the method 
The method has been introduced independently and under slightly different 

forms by Vladimirova et al. (1965) (see Yanenko, 1971) and by Chorin (1967). 
The principle of the method is to consider the solution of the steady equations 
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(6.2.1) as the limit when t ~ 00 of the solution of unsteady equations obtained 
by associating the unsteady momentum equation (6.1.1a) with a perturbed 
divergence equation in order to get a system of equations of evolution which 
can be easily solved by standard methods (explicit or not). 

The techniques described by Yanenko (1971) and Chorin (1967) vary 
slightly in concept. We have chosen to display the Chorin method since there 
is limited information on the success of the Yanenko approach. Taylor and 
Ndefo (1970) experimented with the approach but were not successful in 
solving a channel-flow problem and found it necessary to solve the problem by 
using the Poisson pressure equation. More research is required, however, to 
establish the limits of the Yanenko approach. 

The Chorin method is established by first writing a perturbed continuity 
equation 

ap + c2 V.V = 0 
at (6.2.3) 

where c2 is an arbitrary constant. This equation has no physical meaning before 
the steady state a/at = 0 is reached. So the constraint V· V = 0 is satisfied 
at convergence only. The method, which consists of solving Eqs. (6.1.1 a) and 
(6.2.3) can be called a pseudo-unsteady method because the time t involved has 
no physical meaning. 

The parameter c 2 in Eq. (6.2.3) must be chosen to ensure convergence, i.e., 
to ensure the existence of a steady numerical solution of the system (6.1.1a) 
and (6.2.3) with boundary conditions (6.2.2) and initial conditions 

V = VO at t = 0 and p = po at t = 0 (6.2.4) 

where VO and po are arbitrary (V· VO = 0). 
It has been shown by Fortin et al. (1971) that the exact solution of the 

unsteady Stokes problem associated with (6.1.1a), (6.2.3), (6.2.2), and (6.2.4) 
tends toward the solution of the corresponding steady Stokes problem. 

The term "artificial compressibility method" (Chorin, 1967) was coined 
because Eqs. (6.1.1a) and (6.2.3) can be derived from the Navier-Stokes 
equations for a compressible fluid whose state law would be 

p = c2p with c 2 = const 

As a matter of fact, Eq. (6.2.3) becomes Eq. (6.1.1b) if C-2~ 0, and it is 
possible to consider (Temam, 1969a) the solution of system (6.1.1a) and 
(6.2.3) with c-2 « 1 as an approximation of the unsteady solution of the 
system (6.1.1). This point of view has been used by Ganoulis and Thirriot 
(1976) with a finite-difference method. However, possible numerical 
difficulties can be associated with the use of a very large value of c 2, and hence 
the artificial compressibility method will likely have the most value in the 
computation of steady solutions. In this way, it can be considered a procedure 
to build a special iterative method for solving the steady problem. 
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6.2.2 Discretization 
The spatial discretization makes use of the staggered marker-and-cell 

(MAC) mesh (Fig. 6.2.1) introduced by Harlow and Welsh (1965), and we 
consider a very simple explicit discretization in time. The approximation of 
(6.1.1a) and (6.2.3) is 

1 ( n+ 1 n) + n + A 1 n _ 1 t'72 n 
~t Ui+l/2,j - Ui+l/2,j ai+f/2,j I.lxPi+l/2,j - Re v hUi+l/2,j 

1 ( n+l n) + bn + ~l n _ 1 V2 n 
~t Vi,j+l/2 - Vi,j+l/2 i,j+l/2 yPi,j+l/2 - Re hV i,j+l/2 

where the difference operators ~!, ~~, and V~ are defined by 

j+1 

j-1 

1 _ 1 
~xfi,m - ~x (fi+l/2,m - fi-l/2,m) 

1 _ 1 
~Yfi,m - ~y (fi,m+l/2 - fi,m-l/2) 

V~fi,m = ~xxfi,m + ~yyfi,m = (~!~! + ~~~~ )fi,m 

~ fi = fi+l,m - 2fi,m + fi-l,m 
xx I,m ~X2 

~ v .. 1/2 1,) + 

- p .. 
1,) U i +1/ 2 ,j 

j 

(6.2.5a) 

(6.2.5b) 

(6.2.5c) 

(6.2.6) 

i-I i i + 1 Fig. 6.2.1 The MAC mesh. 
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a Ji = It,m+1 - 2 Ji,m + !t.m-I 
YY I,m al 

where I, m are integers or not. The tenn al+I/2,j and b~j+I/2 are the approxi­
mations of a(u, v) and b(u, v) as defined in (6.1.3). In the case where the 
nonconservative fonn (6.1.3b) is used, we have 

ai+I/2,j = U'!+1/2,ja2uI+I/2,j + Vi+I/2,ja~u7+1/2,j 
bn - An A 0 n + n A 0 n 

i,j+ 1/2 - Ui,j+ 1/2L.1x Vi,j+ 1/2 Vi,j+ 1/2L.1y Vi.j+ 1/2 

where 

Ui,j+I/2 = ~(Ui+I/2,j + Ui+I/2,j+1 + Ui-I/2,j+1 + Ui-I/2,j) 

Vi+I/2,j = !(Vi+l,j+I/2 + Vi,j+I/2 + Vi,j-I/2 + Vi+l,j-I/2) 

a2Ji,m = 2 ~x (Ji+I,m - It-I,m) 

a~!t.m = 2 ~y(lt,m+1 - !t.m-I) 

In the case where the conservative fonn (6.1.3a) is used, we have 

a'!+1/2,j = a1(u 2)'!+1/2,j + a~(UV)'!+1/2,j 
b7,j+I/2 = a1(uv)7,j+I/2 + a~(v2)?,j+I/2 

where 

(U 2)i,j = !(Ui+I/2,j + Ui-I/2,Y 

(UV)i,j = ~(Ui+I/2,j+1 + Ui+I/2,j)(Vi+l,j+I/2 + Vi,j+I/2) 

(v 2)i,j = ~ (Vi,j+ 1/2 + Vi,j_I/2)2 

(6.2.7a) 

(6.2. 7b) 

All these approximations are of second-order accuracy. Moreover, the latter 
(6.2. 7b) have good conservation properties since the momentum and kinetic 
energy (in the case Re -I = 0) are conserved (Zabusky and Deem, 1971). 

6.2.3 Convergence toward a steady state 
The object of the artifical compressibility method is to obtain a steady 

solution, characterized by 

max(~t I u n+1 - un I, ~t I v n+1 - v n I, c/at Ipn+1 - pn I) < E (6.2.8) 

where E is a small number. The possibility of obtaining convergence is based 
upon two facts: (i) the proof mentioned above, concerning the limit when 
t ~ 00 of the solution of the perturbed unsteady Stokes problem toward the 
solution of the steady problem and (ii) the consistency and stability of scheme 
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(6.2.5). (This is a heuristic extension of the Lax equivalence theorem.) The 
consistency follows from the construction of the finite-difference scheme. 

In order to establish stability an approximate linear analysis is made. In the 
linearization process approximations (6.2.7a) and (6.2.7b) are identical, so we 
consider only (6.2.7a) with the assumption 

Ui+I/2,j = Ui,j+I/2 = Uo (const) 

Vi,j+I/2 = Vi+I/2,j = Vo (const) 

A first study is made by neglecting the pressure term in (6.2.5a) and (6.2.5b) 
so that the divergence equation is disregarded and each of the two momentum 
equations is of the advection-diffusion type: 

f7.jl = [I - dt( uod~ + vod~ - ~e V~) ]f7,j (6.2.9) 

where 1 is the identity operator. 
The conditions of stability of this finite-difference scheme are 

~ (Iuol + Ivol)2dt Re ~ 1 

4 dt <: 1 
Re dx 2 -

where dx = dy. 

(6.2.10) 

(6.2.11) 

A second approximate analysis of stability can be easily accomplished by 
neglecting the convective term (uo = Vo = 0, i.e., the Stokes approximation) 
and conserving the pressure terms. The scheme is then written 

n+ I _ (I dt t"72) n A A I n 
Ui+I/2,j - - Re "h Ui+I/2,j - ~t ~"Pi+I/2,j (6.2.12a) 

n+ I (I dt t"72) n A A I n 
Vi,j+I/2 = - Re "h Vi,j+I/2 - ~t ~yPi,j+I/2 (6.2. 12b) 

(6.2,12c) 

The spectral radius of the amplification matrix associated with the above 
scheme is not larger than 1 if the following conditions obtained by the tech­
nique developed in Appendix A are satisfied: 

4 ~ (_1 + dt c2
) ~ 1, c2 > 0 (6 2 13) dx 2 Re 2 .. 

This condition includes the classical parabolic criterion (6.2.11): Thus, the 
conditions of stability are (6.2.10) and (6.2.13). Numerical experience shows 
that the convergence is better when c 2 is large but slightly smaller than c~ax 
given by (6.2.13). 

Scheme (6.2.5) can be modified to improve the convergence and simplify 
programming (Fortin et al., 1971). The modification consists of using the 
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values of the unknown at time n + 1 in (6.2.5) as soon as they are computed. 
(This technique, which is nothing more than a Gauss-Seidel technique, can be 
more or less implicit according to whether the equations are solved simulta­
neously or successively.) As an example, Eq. (6.2.5a) along with (6.2.7a) 
would be replaced by 

n+ 1 n An Ui+3/2,j Ui-I/2,j 1 ( n _ n+1 ) 
At (Ui+I/2,j - Ui+I/2,j) + Ui+I/2,j 2 Ax 

+ An Ui+ 1/2,j+ 1 - Ui+ 1/2,j-1 + _ (pn _ n) ( 
n n+l) 1 

Vi+I/2,j 2 Ay Ax i+l,j Pi,j 

1 
( 

n 2 n + n+1 _ _ Ui+3/2,j - Ui+I/2,j Ui-I/2,j 

Re Ax2 

+ U7+1/2,j+1 - 2u7+1/2,j + U71l/2,j-l) = 0 
Ay2 

(6.2.14) 

in which it is assumed that the computations are made with increasing indices 
i andj. 

Obviously, the resulting scheme is no longer consistent with Eqs. (6.1.1a) 
and (6.2.3) during the transient stage. More precisely, the finite-difference 
equation (6.2.14) can be considered as approximating the equation 

K-+u-+v-+--- --+- =0 au au au ap 1 (a2u a2u) 
at ax ay ax Re ax2 ay2 (6.2.15) 

with 

K= l-At(U2:; +Re~x2) (6.2.16) 

where Ax = Ay. Equation (6.2.15) is parabolic in the direction t > 0 only if 
K > O. This is a necessary condition for the solution of (6.2.15) to tend toward 
a limit when t ~ 00. 

Without performing a complete analysis of the convergence of the modified 
scheme, it is possible to obtain a rough idea of its convergence. If convective 
and pressure terms are neglected, the numerical method reduces to the succes­
sive relaxation method applied to the solution of a Laplace equation with 
w = 4 At IRe A x2 as the relaxation parameter. It is easy to verify that the 
condition of convergence of the successive relaxation method 0 < w < 2 is 
nothing more than the condition K > 0 for the case u = v = O. We note that 
the criterion of convergence of the modified semi-implicit scheme is two times 
less restrictive than criterion (6.2.11). 

We note also that K < 1, if 4 + (u + v)Re Ax > 0; i.e., the convergence 
toward the steady solution is faster than the convergence given by a consistent 
scheme (for the same At). This analogy between the iterative procedure and the 
evolution equations shown briefly here has been discussed in Section 2.2.3. 
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6.2.4 Treatment of boundary conditions 
Let r be the boundary of the computational domain and assume that the 

velocity V is given on r; i.e., Vr = (ur, vr). There is no condition for the 
pressure p. When the staggered MAC mesh is used, the boundary r is located 
as shown in Fig. 6.2.2. The vertical sides pass through the points where the 
horizontal component u of the velocity is defined, and the horizontal sides pass 
through the points where the vertical component v is defined. Therefore, the 
pressure p is not defined on the boundary and this fact is essential: Equation 
(6.2.Sc) can be applied to the first points adjacent to the boundary without 
modification. Algorithm (6.2.Sa}-(6.2.Sc) allows the computation of the pres­
sure without requiring the explicit prescription of boundary conditions for it. 

The MAC mesh is well adapted for the pressure but, on the other hand, it 
presents some disadvantage concerning the velocity. As seen in Fig. 6.2.2 
difficulties occur when VI or UI have to be computed: For example, if VI is 
computed from (6.2.Sb), the approximations of b(u, v) and a2v jax 2 involve the 
value Vo which is outside the computational domain. Various ways to define the 
outside value Vo can be considered. 

The first is the so-called reflection technique which consists of writing the 
velocity Vr on r as the mean value of the two velocities Vo and VI, so that 

Vo = 2 Vr - VI (6.2.17) 

i.e., Vo is defined by a linear extrapolation. 
A second technique which is partly identical to the previous one consists of 

approximating derivatives at point 1 (Fig. 6.2.2) with noncentered first-order 
differences. So, for the first-order derivative 

av I 1 - = -- (V2 + VI - 2 vr) 
ax 1 2 ~x 

r 
I 
I 
L 

I 
I 

vr- VI , vz I 
I Ul .1 
1 p 
L __ - ---- - ~ --

Ur 
r 

(6.2. 18a) 

Fig. 6.2.2 The MAC mesh near a 
boundary f. 
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and for the second-order derivative 

a2V I 4 ax2 I = 3 Ax2(v2 - 3 VI + 2 vr) (6.2. 18b) 

In fact, from the point of view of programming, at point 1 we can use the 
general centered approximation and fonnulas (6.2.18a) and (6.2. 18b) to define 
the outside value Va. Thus for the first-order derivatives, 

avl V2-Va 1 
ax I = 2 Ax = 2 Ax (V2 + VI - 2 vr) 

This equality gives a value Va that is identical to (6.2.17). In the same way, the 
equation 

a2v I V2 - 2 VI + Va 4 
ax2 I = Ax2 = 3 Ax2 (V2 - 3 VI + 2 vr) 

yields 

Va = l(V2 - 6 VI + 8 vr) (6.2.19) 

Finally, if second-order noncentered differences are used we have the 
fonnulas 

and 

aV 
for­

ax 

Va = - !<V3 - 5 V2 + 15 VI - 16 vr) 

(6.2.20a) 

(6.2.20b) 

It should be noted that if (6.2.17) is used in the approximation of the 
second-order derivatives at point 1, the error associated with it is 0(1). That 
is to say, at point 1 the resulting difference equation (6.2.5b) is no longer 
consistent with the differential equation. However, this local loss of consis­
tency does not necessarily lead to a complete loss of accuracy of the numerical 
solution (Bramble and Hubbard, 1962; Kreiss, 1972). 

The following is devoted to a simple study of the effect of the treatment of 
boundary conditions when a staggered mesh is used. Let us consider the 
problem 

d2f _ 8 df = 0 
dx 2 dx ' 

0< x < 1, 8 = const 

f(O) = Ua, f(1) = UI 

whose exact solution is 

f(x) = (Ua - UI ) exp(fu) + UI - Ua exp(8) 
1 - exp(8) 

(6.2.21a) 

(6.2.21b) 

(6.2.22) 
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The interval [0, 1] is discretized so that half-meshes appear near the limits 
(Fig. 6.2.3); thus Xi = (i - !)~x for i = 1, ... ,N and ~x = liN. 

Let us assume (6.2.21a) is approximated by 

1 5 
~X2 (/;+1 - 2 /; + /;-1) - 2 ~x (/;+1 - /;-1) = 0, l:S:i:s:N 

(6.2.23) 

For outside valuesio andiN+t. we use the formula (6.2.17): 

io = 2 Vo - it. 

Thus, the truncation error of the finite-difference equation (6.2.23) is 0(~X2) 
for 1 < i < Nand 0(1) for i = 1 or i = N. The finite-difference problem is 
the following: 

5~x 
(/;+1 - 2/; + /;-1) - -2-(/;+1 - /;-1) = 0, 1 < i < N (6.2.24a) 

5 ~x 
(12 - 3 il + 2 Vo) - -2-(f2 + il - 2 Vo) = ° (6.2.24b) 

5 ~x 
(2 VI - 3iN + iN-I) - -2-(2 VI - iN - iN-I) = ° (6.2.24c) 

The solution is 

/; = Clqil + C2q~ 

where ql and q2 are the roots of the characteristic equation associated with 
(6.2.24a) and CI, C2 are constants determined by the relationships (6.2.24b) and 
(6.2.24c). The solution/; is found to be 

.f. = VoqN - VI _ (1 _ ~ a ) (Vo - VI) i 
Ji N 1 2 X N 1 q, q - q -

with 

2 + 5 ~x 
q = 2 - 5 ~x 

x=o x=l • , . • I • 

i=O I i!.l r 
~lIx ~ 
I-Z I 

Fig. 6.2.3 Mesh distribution. 

i=N i=N+l 
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After expansion with respect to dx (dx ~O) by assuming that Xi remains 
fixed, we get the error Ei : 

Ei = /; - !(Xi) = dX2(UO - U\)'I'(Xi) + O(dx3), 1 :5 i :5 N 

(6.2.25) 

with 

52 
'I'(Xi) = 12 (ell _ 1)2 [&Il(e8x; - 1) - (ell - 1)(&; - ~)e8x;] 

The error E; is O(dX2) everywhere, even at point i = 1 or i = N. In particular, 
at point i = 1 the error is 

E\ = _ (Uo - U\) 52 dX2 + O(dx3) 

8 1 - exp(5) 
(6.2.26) 

This result would lead one to think that a simple reflection technique will yield 
results equivalent to a noncentered consistent approximation. In reality, if the 
above first- or second-order approximations are used, we obtain an error 
O(dX2) which becomes O(dx3) at points located near the boundary; i.e., to an 
order higher than (6.2.26). Therefore, it is recommended that the consistent 
approximations be used. Generally, good results are obtained by using the 
three-point approximations (6.2.20a) for avjax and for a2vjax2. 

6.2.5 The Poisson equation for pressure 
The artificial compressibility method can be considered also as a special 

iteration technique to solve the steady Navier-Stokes equations using, in par­
ticular, a Poisson equation for the pressure. If the velocity at time n + 1 in 
(6.2.5c) is eliminated with the help of Eqs. (6.2.5a) and (6.2.5b), then Eq. 
(6.2.5c) becomes 

P~1;l - p~. - c2 dt2V2hP~' = -c2 dt Vh • [v -dt(A -...!... Vh2V)]n 
',J ',J ',J Re 

i,j 

(6.2.27) 

where 

Vh = (d~, d;), 

At convergence n ~ 00, when p?'i 1 = p?,j then V h • V?,j = V h • (V~V)?,j = 0, 
and the resulting equation 

Vh2p . . = -Vh ' A· . ',J ',J (6.2.27a) 

is an approximation of the Poisson equation for p obtained by taking the 
divergence of the steady momentum equation (6.2.1a), then using Eq. (6.2.1b) 
which expresses the fact that V is a divergence-free vector. 
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Near a boundary, Eq. (6.2.27) takes a different form because of the use of 
value Ur or Vr in Eq. (6.2.5c). For example, near a vertical boundary (Fig. 
6.2.4), Eq. (6.2.27) is replaced by 

"+1 " 2 At[ 1 (P" _ ") + _1_ (P" - 2 n + n )] PI,j - PI,j - C a Ilx 2 2,j PI,j lly2 l,j+1 PI,j PI,j-1 

2 A [ 1 A n Ilt "12 n ) Ur 
= - C at Ilx (U~/2,j - at a3/2,j + Re hU3/2,j - Ilx (6.2.28) 

+ 1l~(vT,j - IltbT,j + :~ "1~VT,j)] (UI/2,j = Ut) 

By comparison of this last equation with Eq. (6.2.27) written at point (1, J), 
it is easy to see that (6.2.28) can be considered as (6.2.27) written at point (1, 
J) with the boundary condition 

_1_ (P7 . - pno .) = -a7/2 . + _1 "1~U7/2' Ilx,j,j ,j Re ,j (6.2.29) 

This is nothing more than a discretization of the Neumann condition for 
pressure obtained by projection of the momentum equation (6.2.1a) on the 
normal to the boundary r. 

We must note that, except for the value VO,j±I/2, the artificial compressibility 
method does not need consideration of the outside value U"-I/2,j as would be 
necessary if Eq. (6.2.29) was used. The advantage of the method is that the 

r 
J 
I j +1 
1 

j+1/21 j+1/2 
I 

I 
I P 

1 . O,j !L/2,j , j 3/2, j 2. j 2',] 
I 

I . 1 
j -1/21 J -2' 

1 
I 
I 

I 
I 

i=O 1/2 i=l i=2 
Fig. 6.2.4 Grid near the vertical boundary r. 
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Neumann condition for the pressure is automatically involved in the numerical 
solution, and this fact is consistent with the mathematical problem. 

At this point it is interesting to discuss the effect of the mesh on the 
numerical solution. In the first mesh (Fig. 6.2.5a) (used by Chorin, 1967), the 
velocity and the pressure are defined at the nodes ofthe mesh. The advantages 
of such a mesh are its simplicity and the fact that the velocity is defined, in 
particular, on the boundary r where this quantity is generally prescribed. On 
the other hand, one of its disadvantages is the fact that the pressure is also 
defined on the boundary. Since there is generally no boundary condition for 
pressure, it is necessary to devise a special technique to compute the pressure 
on this bounda..ry. 

In the second mesh (Fig. 6.2.5b) used by Kuzm;tsov (1968) or by Fortin et 
al. (1971), the pressure is defined at nodes, and the velocity at the center point 
of the cell, but the boundary r does not pass through the nodes. Therefore, the 
pressure is no longer defined on the boundary r, and we can use the same 
formulas to compute the whole pressure field. 

Finally, the MAC mesh described above (Fig. 6.2.5c) differs from the 
previous one by the location of discretization points for velocity. A small 

r r 

p 

U v 
p 

U OU 0 v v 

p 

--~~-~-r n " r 

(a) (b) 

r 

U U 

'" P 

v v 

" p 
v v r 

(c) 

Fig. 6.2.5 Mesh distributions used by (a) Chorin, (b) Kuznetsov and Fortin et aI., and (c) the MAC 
mesh. 
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disadvantage of this mesh is that only one of the velocity components is defined 
on each side of the boundary f; so it is necessary to employ noncentered 
differences near the boundary as explained in Section 6.2.4. But this incon­
venience is largely balanced by the advantage of the MAC mesh for the 
pressure computation. 

As a matter of fact, it is very instructive to compare the layout of points 
involved in the discretization of the Poisson equation and obtained as a result 
of the use of the artificial compressibility method. In Fig. 6.2.6 the pressure 
is defined at all grid points and the black dots represent the points involved in 
the approximation of the Poisson equation at a given point P, when standard 
centered differences are used. In the first two cases (a) and (b), we can see that 
there exist two uncoupled networks of pressure points. This fact leads to the 
existence of two solutions for the pressure. These solutions differ from each 
other by an arbitrary constant and there is apparently no reason for these two 
arbitrary constants to be identical. The existence of the two pressure fields 
could lead to oscillations in the computed pressure; but the pressure gradient 
itself is not oscillatory. The computed velocity is not oscillatory. However, we 
must note that it would be possible to couple (weakly) the two fields by way 
of the special technique needed to define the pressure on f in the case of mesh 
(a) or by a modification of the approximation of V . V near f in the case of 
mesh (b). It is seen in Fig. 6.2.5c that such a phenomenon of uncoupling does 
not appear in the case of the MAC mesh-a feature that makes this mesh very 
convenient. 

6.2.6 Other schemes for the artificial compressibility method 
In Section 6.2.5 we presented a very simple scheme to solve the equations 

associated with the artifical compressibility method. In some cases, the condi­
tions of stability can become very restrictive. For example, if Re is very small 
(Re < < 1), condition (6.2.13) could lead to very small values of At and c 2 

and, consequently, to a slow convergence toward the steady state. On the other 
side, if Re is very large, condition (6.2.10) induces a very small value of At. 

p p p 

(a) (b) (c) 
Fig. 6.2.6 Mesh distribution for solution of the Poisson pressure equation. 
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In fact, numerical experiments have shown that the method is very efficient for 
Re varying between 1 and 10 3 according to a reasonable choice of the mesh size 
dx, dy. 

We now present some schemes that have less restrictive conditions of sta­
bility. 
6.2.6.1 The leapfrog DuFort-Frankel scheme: This scheme was used by 
Chorin (1967) when he introduced the artificial compressibility method. The 
scheme can be written 

1 (n+ I n-I) + n + A I n 1 "2 n 2 dt Ui + 1/2.j - Ui+1/2.j ai+1/2.j U.xPi+1/2.j - Re v hUi+1/2.j 

dt 2 
( 1 1 ) + Re dx2 + dy2 d ttUI+1/2.j = 0 

1 (n+ I n-I) + bn + dIn 1 V2 n 2 dt Vi.j+ 1/2 - Vi.j+ 1/2 i.j+ 1/2 yPi.j+ 1/2 - Re h Vi.j+ 1/2 (6.2.30) 

where 

The partially implicit nature of the scheme leads to good stability properties and 
does not make the computations difficult since U'l:i/2,j and v7.j~1/2 can be 
explicitly calculated. Again, the scheme is not consistent during the transient 
stage: The main part of the truncation error, for the first equation (6.2.30) for 
example, is 

dt 2 ( 1 1 ) a2u 
Re dx2 + dy2 i0 

which tends toward zero if a steady state is reached. Due to the presence of 
three levels in time, the general analysis of stability is complicated. Partial 
results are obtained by considering the following approximate cases: 

(i) For the advection-diffusion equation analogous to (6.2.9), the stability 
condition is Y2(ua + va)1/2dt/ dx :5 1, where dy = dx (Cushman-Roisin, 
1984). 

(ii) For the inviscid linearized equations, Chorin has found the conditions 
(ua + va)1/2 < c and Y2 (1 + VS)c M/ dx < 1. Note that Chorin's analysis 
is made on the standard mesh (Fig. 6.2.5a). 

One of the disadvantages of the leapfrog scheme is that, if viscous terms are 
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not present, it becomes unstable in the nonlinear case; therefore, numerical 
instabilities can be experienced in cases of very large Reynolds numbers. 
6.2.6.2 The upwind scheme: Condition (6.2.10), which can be very restrictive 
in the case of large Reynolds numbers, can be relaxed if upwind differences are 
used for the approximation of the convective tenn A (V). In this case, however, 
if two-point noncentered differences are considered, the resulting accuracy is 
only of first order. . 
6.2.6.3 The alternating-direction-implicit (AD/) schemes: The use of AD! 
schemes is more expensive because tridiagonal matrices must be inverted, but 
their stability properties often make them very efficient. Consider equations 
(6.1.1a) and (6.2.3) in nonconservative fonn, and let us introduce the notations 

Vh = (Ui+l/2,j' Vi,j+I/2), Ph = Pi,j 

Then, .the AD! scheme is written 

~/Vh - VU + u~ fl'tVh + v~ flrV~ 

- _1 (flxx Vh + fl)Y VU + vtp~ = 0 
Re 

~(vn+1 - V- ) + un A **V- + vn fl*vn+l flt h h h L.lx h h y h 

(6.2.31a) 

(6.2.31b) 

(6.2.31c) 

where V: = (fl; , fln, fli !t,m = (!t+I,m - !t,m)/ flx, fl; !t,m = (!t,m+1 - !t,m)/ 
fly, fl; !t,m = (!t.m - !t-I,m)/ flx, and fl; !t,m = (!t,m - !t,m-I)/ fly; Uh and Vh 
are approximations to u and v as in Eq. (6.2.7a). 

Generally, the difference operators corresponding to each direction are iden­
tical in both steps, i.e., 

and, in particular, 

fl't = fl't* = fl~, fl1 = flr = fl~ (6.2.32) 

where the centered operators fl~, fl~ have been defined in Section 6.2.2. In this 
case, it is possible to make scheme (6.2.31) more implicit by computing at the 
first step a provisional value Ph with the artificial compressibility equation and 
then using this value in the second step. 

At each time step, the computational effort is to solve linear algebraic sytems 
with tridiagonal matrices. The inversion is then easily accomplished by the 
method of factorization. However, a sufficient condition for the factorization 
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method to work is that the matrix to be inverted satisfies the conditions 
(2.2.7b). If 0 :5lu~IRe ax :5 2 and 0 :5lv~IRe ay :5 2, these conditions are 
satisfied. If lu~IRe ax > 2, it is necessary that 

A 2 Re ax2 

~t < I I A 2 (6.2.33) 
u~ Re ~x -

and an analogous condition if Iv~IRe ay > 2. 
There is a way to partially avoid condition (6.2.33). It consists of consid­

ering upwind difference operators for the implicit part and downwind operators 
for the explicit part (Peyret, 1971). So at each time step, the matrices are 
diagonally dominant, and at convergence-Le., at steady state-the accuracy 
is of second order. More precisely, 

a't = ~[(1 - Eu)ai + (1 + Eu)a;], 

a't* = ~[(1 + Eu)ai + (1 - Eu)a;] 
(6.2.34) 

with Eu = sign (un, a; is as defined above, and definitions of a1 and a:* are 
analogous to (6.2.34) with a; replaced by a: and Eu by Ev = sign(vn. During 
the transient stage, the scheme is of first-order accuracy, and at convergence 
the truncation error is O(at ax, at ay, ax2, ••• ). 

The condition of stability of scheme (6.2.31), whatever the choice of 
(6.2.32) or (6.2.34) and with a MAC mesh, is found to be 

at < 2 ax with ax = ay (6.2.35) 
c 

which can be less restrictive than (6.2.33) if c is chosen sufficiently small. In 
numerical experiments it has been found necessary to employ the criterion 
at < 2 Re ax2• Such a limitation is likely related to the effect of boundary 
conditions (see Sections 6.5.2 and 6.5.6). 

6.3 The Unsteady Navier-Stokes Equations 

The most common methods used to solve the unsteady equations deal with a 
Poisson equation for the pressure and with the momentum equations for the 
computation of velocity. The MAC (marker-and-cell) method (Harlow and 
Welsh, 1965) is the prototype of such a method. The MAC method was 
initially devised to solve problems with free surfaces, but it can be applied to 
any incompressible fluid flow. An analogous method was devised by Williams 
(1969) for three-dimensional problems in which the finite-difference Poisson 
equation was solved by using trigonometric expansion techniques. 

A method has also been presented (Chorin, 1968; Temam 1969b) called the 
projection method which, in some cases where explicit schemes are used, is 
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identical to the MAC method. It appears, however, in a different form than the 
MAC method. 

Another type of method is also successfully used to solve the unsteady 
Navier-Stokes equations (Peyret, 1976). The method is based upon the use of 
the artificial compressibility technique applied at each time step. As we have 
already mentioned, use of the artificial compressibility technique is equivalent 
to the solution of a Poisson equation for the pressure. This fact, which was 
shown for the steady case, is also true in the unsteady case where the artificial 
compressibility method is used as an iterative procedure to solve the algebraic 
nonlinear system obtained at each time step. 

We shall now present the projection method and discuss its relationship with 
the MAC method for the explicit case. Then, the implicit iterative method will 
be described. Finally, a few words will be said about a perturbation method that 
recently has produced interesting results. 

6.3.1 The projection and MAC methods 
6.3.1.1 The projection method: This method was proposed independently by 
Chorin (1968) and by Temam (1969b), while an explicit version of such a 
method was presented by Fortin et al. (1971). This explicit method is a 
fractional step method with first-order accuracy in time. At the first step, we 
compute explicitly a provisional value V * with 

V* - vn + A(vn) __ 1 V2vn = 0 
At Re 

(6.3.1) 

which is the momentum equation without a pressure gradient. Note that only 
the discretization in time is considered here. Then, at the second step, we 
correct V * by considering the equations 

vn+1 - V* ---- + Vpn+1 = 0 
At 

v·vn+1 = 0 

(6.3.2a) 

(6.3.2b) 

By taking the divergence of Eq. (6.3.2a) and by making use of (6.3.2b) 
which states that V n+1 must be a divergence-free vector, we get the Poisson 
equation 

1 
V2pn+1 = At V· V* (6.3.3a) 

The boundary condition for p is obtained by projecting the vector equation 
(6.3.2a) on the outward normal unit N to the boundary f. Thus, we obtain the 
Neumann condition 

( ap)n+1 = _ ~ (vn+l _ V*)· N 
aN At r r r 

(6.3.3b) 

where V~ is the (not yet defined) value of V* on f. The condition of com­
patibility for the Neumann problem is 
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1.- f V'V* ds = -~ f (vn+1 - V*)'N ds 
At Jo At Jr 

and it is identically satisfied thanks to condition (6.1.6) which expresses the 
fact that the velocity on the boundary r has a zero total flux. It is important that 
the discretization with respect to space conserves the above compatibility 
condition. 

To sum up, Eq. (6.3.1) gives V*, then the solution ofthe Neumann problem 
(6.3.3) gives pn+l, apd, finally, the velocity vn+1 is computed from (6.3.2a). 

Before we discuss the treatment of the boundary condition, and more pre­
cisely the condition on V1, we must say a few words about the discretization 
in space. Chorin (1968) makes use of the mesh shown in Fig. 6.2.5a; the mesh 
shown in Fig. 6.2.5b was used by Fortin et al. (1971) and Ladeveze and Peyret 
(1974) but the method seems to be more efficient if the MAC mesh (Fig. 
6.2.5c) is used. In the latter case, the projection method t becomes identical to 
the MAC method as long as the boundary conditions are not considered. If the 
MAC mesh is used along with centered finite difference as described above, the 
conditions of stability are given by Eqs. (6.2.10) and (6.2.11). 

The essential feature of the projection method is that the numerical solution 
is independent of the value V f. This assertion is based upon the following two 
points: (i) V* at inner points is independent of Vf because it is calculated by 
an explicit scheme; (ii) the value Vf appears in the Neumann problem (6.3.3) 
simultaneously in the right-hand side of the Poisson equation (6.3.3a), and in 
the Neumann condition (6.3.3b) and it cancels identically. In order to prove 
this assertion, it is sufficient to analyze the discretization of (6.3.3) for points 
located near the boundary r, since V f appears in the problem only for these 
points. Let us consider the point P (Fig. 6.3.1). The approximation of (6.3.3a) 
at this point (i = 1, j = m) can be written 

r 
r 

l/zI,m 

o ,m 1 

l,m+l 

p 3/2,m 

l,m-l 

2,m 

Fig. 6.3.1 Point P near the boundary r for the 
Poisson equation. 

torhe name comes from the fact that the second step can be considered as a projection of the vector 
field (V*) onto its subspace with zero divergence and satisfying appropriate boundary conditions. 
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1 (pn+1 _ pn+1 pn+1 _ pn+l) _ 2,m I,m _ I,m O,m 

ax ax ax 
+ _ PI,m+1 - PI,m 1 ( 

n+1 n+1 

ay ay 
n+1 n+l) _ PI,m ~:I,m-I (6,3.4a) 

= J.. (uj/2,m - uf + V~m+I/2 - v~m-I/2) 
at ax ay 

and the Neumann condition (6.3.3b) is approximated by 

_1_ (pn+ I _ pn+ I) = _ J.. (un+ I - U *) ax I,m O,m at r r (6.3.4b) 

The quantity uf is the value of u* at point (1 /2, m). Now, it is easy to see that, 
when the value of p1~1 - p3~1 given by (6.3.4b) is substituted into (6.3.4a), 
the unknown quantity uf cancels from both sides of Eq. (6.3.4a). From this, 
one concludes that the solution is independent of the value uf, In particular, 
we can choose Uf = U~+I and get a zero normal difference for the pressure on 
r. However, it must be clear that this zero-derivative condition is purely 
numerical and does not imply that the real pressure gradient is zero. 

Finally, we must note that ifV* is eliminated from (6.3.1) and (6.3.2a) we 
obtain the scheme 

vn+1 - vn 1 
---- + A(vn) + Vpn+1 - - V2vn = 0 at Re 

(6.3.5) 

which is a first-order approximation in time of the momentum equation. There­
fore, the stability of the projection method is the stability of the difference 
equation associated with (6.3.5). The stability conditions, discussed above, 
depend partly on the (centered or upwind) approximation of the convective 
term A(V). Equation (6.3.5) is nothing more than the equation to be considered 
in the MAC method described in Section 6.3.1.2. 

As a matter of fact, the projection method is a particular case of the general 
splitting technique used to solve Eqs. (6.3.5) and (6.3.2b). This point of view 
permits a large variety of solution methods for the momentum equations. 
Another possibility is discussed in Section 6.3.1. 3. 
6.3.1.2 The MAC method: In the MAC method proposed in 1965 by Harlow 
and Welsh, the momentum equation (6.1.1a) is first discretized, then a combi­
nation of the two components of the discretized momentum equation yields the 
Poisson equation which must be satisfied by the pressure. More precisely, Eq. 
(6.1.1) is discretized as 

1 n+1 n n I n+1 1 2 n _ at (Ui+I/2,j - Ui+I/2,j) + ai+I/2,j + axpi+l/2,j - Re V hUi+I/2,j - 0 

(6.3.6a) 
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1 ( n+l n) + bn + A I n+1 1 V2 n - 0 at Vi,j+I/2 - Vi,j+l/2 i,j+I/2 ~yPi,j+I/2 - Re hVi,j+I/2-

where the operators are defined by Eq. (6.2.6). 
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(6.3.6b) 

(6.3.6c) 

The quantities utN/2,i as given by (6.3.6a) and V~j';I/2 as given by (6.3.6b) 
are introduced into the incompressibility condition (6.3.6c) so that (6.3.6c) 
becomes 

Vh2p~-t:1 = al(u~j - a~. + _1_ Vh2U~') 
I,J x at I,J Re I,J 

A I (V7,j bn 1 V2 n) + ~y at - i,j + Re hVi,j 

(6.3.7a) 

which is nothing more than a discrete approximation of Eq. (6.3.3a). As a 
result, the only change with respect to the projection method lies in the manner 
in which the Poisson equation is written, but this change involves a difference 
in the interpretation of the right-hand sides when points near a boundary are 
considered. Let us assume that Eq. (6.3.7a) is written at point P (Fig. 6.3.1) 
with i = 1, j = m: 

1 (n+1 2 n+1 + n+l) + I (n+l 2 n+1 + n+1 ) ax2 P2,m - PI,m PO,m ay2 PI,m+1 - PI,m PI,m-1 

1 [1 (n n) 1 ( n n)] = at ax U3/2,m - UI/2,m + ay VI,m+I/2 - VI,m-I/2 (6.3.8a) 

1 - - 1 - -
- ax (a~/2,m - a1/2,m) - ay (b1,m+I/2 - M,m-I/2) 

where a~· = a~· - Re- I Vh2U~' and b~· = b~· - Re- I Vh2V~' I,J I,J I,J I,J I,J I,J. 

At the same time, we consider the boundary condition for the pressure given 
by the projection of the momentum equation (6.1.1a) on the normal N to the 
boundary r. 

.L = - - + A(V) - - V2v . N ( a )n+1 [av 1 ]n+1 

aN r at Re r 
(6.3.7b) 

At point P Eq. (6.3.7b) becomes 

( ap )n+1 (au 1 2 )n+1 

ax 1/2,m = - at + a - Re V U 1/2,m 

and discretized it becomes 

_1_ (pn+1 n+l) 1 ( n+l n)-n ax I,m - pO,m = - at UI/2,m - UI/2,m - al/2,m (6.3.8b) 
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where al/2,m has been evaluated at level n rather than n + 1. 
The essential difference between the MAC method and the projection 

method is that in (6.3.4) the quantity uf is considered an unknown to be 
defined; but the ~alog of uf, which is U7/2,m + flt a7/2,m, needs a special 
approximation for a7/2,m involving the undefined quantities U'!...I/2,m and vg,m:!:I/2' 
Generally, the definition ot these quantities corresponds to a special 
noncentered discretization for a7/2,m' Moreover, a simplified form of (6.3. 7b) 
is often used. 

However, considering Eq. (6.3.8) we can substitute the expression 
p'l-:;"I - pg-:;"I , as given by (6.3.8b), into (6.3.8a) and ascertain that al/2,m disap­
pears from both sides of the equation. Therefore, we can conclude that the 
quantities U'!..I/2,m and vg,m:!:I/2 could be arbitrarily chosen in the .furrent dis­
cretization ofal/2,m' On the other hand, vg,m:!:I/2 appears also in b l,m:!:I/2, but 
here the problem is that which was discussed in Section 6.2.4 and is associated 
with the use of the MAC mesh. 

In conclusion, we note that the numerical solution given by the MAC method 
is independent of the evaluation of the normal pressure gradient on r, provided 
the evaluation of a7/2,m is consistent with the approximation of the right-hand 
side of the Poisson equation. This condition is essential in order to have the 
exact analogy with the canceling of uf in Eq. (6.3.4). Finally, if al/2,m is taken 
equal to - (U~+I - u~)/ flt, which corresponds to a special choice of U'!..I/2,m, 
we again obtain a zero normal pressure gradient on r. 

The use of a homogeneous boundary condition for the pressure gradient was 
first considered by Fortin et al. (1971) in the projection method. Then, for the 
MAC method it was proposed by Easton (1972). And, in a different context, 
it was considered by Amsden and Harlow (1970) in the SMAC method. 

6.3.1.3 Implicit schemes: In the methods presented in the previous sections, 
the velocity vn+l is computed by an explicit scheme; therefore, the time step 
is limited by the constraining parabolic stability criterion. This restriction can 
be avoided by the use of implicit schemes. 

For example, in the case of the MAC method, Pracht (1971) has considered 
an implicit evaluation of the viscous term and explicit convective terms; 
Deville (1974, 1975) makes use of an ADI method. In the projection method, 
the implicit character of the scheme can appear either in the computation of the 
auxiliary velocity field V* or in the approximation in time of the momentum 
equation analogous to (6.3.5), The first possibility has been considered by 
Chorin (1968) who used an ADI method, and by Fortin et al. (1971) who used 
a fractional-step method based upon a splitting of operators according to the 
directions x or y. Note that when V* is computed with an implicit scheme, the 
question of the boundary condition for the pressure is not clear as in the case 
of an explicit calculation. Precisely, the previous proof was based on the fact 
that the provisional value V * was computed with an explicit scheme that 
allowed us to ensure that V * at inner points was independent of V * on the 
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boundary. However, theoretical results obtained by Temam (1969b, 1977) 
showed that the numerical solution V n+l , pn+1 tend toward the exact solution 
when At, ~x, and ~y ~ 0, if V* on r is chosen equal to the exact boundary 
value V~+ I. But, we do not know the behavior of the solution if this last 
condition is not satisfied. 

The difficulty associated with the determination of V* at the boundary can 
be avoided if the implicitness is introduced into the scheme before splitting. As 
an example, consider the implicit second-order accurate scheme (Adams­
Bashforth / Crank-Nicolson scheme) 

vn+1 - vn 3An - An-I V2vn+1 + V2vn 
--- + + Vpn+I/2 - = 0 (639) At 2 2 Re .. 

v . vn+1 = 0 (6.3.10) 

Equation (6.3.9) now replaces (6.3.5). The splitting technique is then anal­
ogous to the technique already described, i.e., 

V* - vn 3An - An-I V2vn 
--:--- + - -- = 0 

~t 2 2 Re 
(6.3.11) 

vn+1 - V* V2vn+1 ---- + Vpn+I/2 - = 0 
~t 2 Re 

(6.3.12) 

V· vn+1 = 0 (6.3.13) 

The Poisson equation for the pressure is obtained by taking the divergence 
of Eq. (6.3.12) and taking account of (6.3.13): 

1 
V2pn+I/2 = - V . V* 

At 
(6.3.14a) 

The Neumann condition is again obtained by projecting (6.3.12) onto the 
unit normal N to the boundary r, i.e., 

~ = - - vn+1 - V* - . N ( a )n+I/2 1 [ V2vn+IJ 

aN r at 2 Re 
(6.3. 14b) 

The same reasoning used for the explicit scheme now allows us to claim that 
the solution p n+ 1/2, V n+ I does not depend on the value of V * on the boundary 
r. However, condition (6.3. 14b) involves the unknown quantity (V2vn+l) . N 
on the boundary r. This quantity is approximated by using the continuity 
equation so that for a boundary x = const (Fig. 6.3.1): 

( 
2 )n+1 (a 2 )n+1 

_(V2vn+l). Nir = a ~ + ~ 
ax 1/2,m ay 1/2,m 

[ (a )In+1 (a2 )n+1 
= - :x a~ 1/2,m + ay~ 1/2,m 

(6.3. 14c) 
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The derivative with respect to x is then approximated by a first-order accurate 
or a second-order accurate noncentered difference involving the known value 
of OV /oy at the boundary. Such a procedure has been used by Morchoisne 
(1981). It was previously proposed in association with a reflection technique 
by Pracht (1971). 

In the case of the splitting method described by Eqs. (6.3.11)-(6.3.14), the 
numerical algorithm is the following: (i) Solve Eq. (6.3.11) explicitly for V*. 
(ii) Equation (6.3.12) with the associated boundary condition for vn+ I and 
Eqs. (6.3.14) with arbitrary V* on r are solved simultaneously and give vn+l 
andpn+l/2. This can be done iteratively by performing one Gauss-Seidel sweep 
for each quantity, alternatively. 

Concerning the stability of the method, we note that if second-order-accurate 
centered differences are used for the approximation of the spatial derivatives 
in the MAC mesh, the resulting scheme for this case has much better properties 
than fully explicit schemes (see Section 2.7.4). 

The implicit method just described has been examined in test cases by the 
authors. Schemes analogous to Eqs. (6.3.9)-(6.3.10), but associated with a 
spectral approximation in space, have been considered in various forms of 
splitting by Orszag and Kells (1980), Taylor and Murdock (1980). The 
methods used by Orszag and Kells and Taylor and Murdock are reported in 
Chapter 8. 

6.3.1.4 Relationship with the artificial compressibility method: It is inter­
esting to note the relationship between the projection method (or the MAC 
method since they are identical when the staggered mesh is used) and the 
artificial compressibility method described in Section 6.2. Assume that the 
Poisson equation (6.3.3a) is solved by a simple iterative Jacobi-type procedure: 

A 
pn+l,m+l _ pn+l,m - A V~pn+l,m = - !1t V h • V*, pn+l,O = pn (6.3.15) 

where m is the index of iteration and A is a convergence parameter. The above 
procedure would be exactly the Jacobi procedure if 

1 !1x2 !1y2 
A = Ao = "2 !1x2 + !1y2 

[Note that (6.3.15) converges if A ::5 Ao.] Now, comparing (6.3.15) and 
(6.2.27), we conclude that if the projection method is used to compute a steady 
solution of the Navier-Stokes equations and if, at each time step, the Poisson 
equation for the pressure is not solved exactly but only one iteration m == 0 is 
made, then the method becomes identical to the artificial compressibility 
method with A = c 2 !1t2. Obviously, it is possible to make more than one 
iteration at each time step, and thus we can obtain an algorithm that could have 
better convergence properties. In Fortin et al. (1971) and Ladeveze and Peyret 
(1974), twelve iterations were made at each time step. 
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6.3.2 An iterative method 
An iterative method for solving the unsteady viscous equations can be 

developed based on (i) implicit discretization of the momentum and continuity 
equations and (ii) iterative solution of the resulting nonlinear algebraic system 
(Fortin, 1972; Peyret, 1976). The essential property of such a method is its 
good stability, so that the time step needs to be chosen only according to the 
accuracy. Moreover, it is simpler to construct implicit schemes of second-order 
accuracy in time than explicit schemes. 

A very efficient scheme is the Crank-Nicolson scheme. Here, we consider 
the more general two-level scheme. So that the discretization with respect to 
time is 

---- + 0 A(vn+l) - --v n+1 - vn [ V2V n+lJ 
dt Re 

+ (1 - o{ A(vn) - v~:nJ + Vpn+T = 0 (6.3.16a) 

V'V n+1 = 0 (6.3.16b) 

where 0 is a constant, 0 :S 0 :S I. If 0 = 0 we get the explicit scheme, and 
if 0 = 1 a fully implicit scheme results. The Crank-Nicolson scheme corre­
sponds to 0 = !. The number T which defines the time (n + T)dt (T > 0) is 
arbitrary and must be chosen in order to ensure the better truncation error 
associated with (6.3.16a). This is due to the fact that no time derivative of the 
pressure appears in the Navier-Stokes equations, and the pressure is defined 
with an arbitrary function of time. The main part of the truncation error (in 
time) associated with (6.3.16a) is 

-- -+20A(V)-- +2TVp At a {av [ V2V] } 
2 at at Re 

The scheme is of second-order accuracy in time if 0 = T = !. If () = 0 or 
o = 1, the scheme is only first-order accurate and T can be chosen arbitrarily 
(generally T = 1). 

The discretization in space makes use of the staggered MAC mesh described 
in Section 6.2.2 and, generally, second-order accurate centered differences as 
described in Section 6.2.2 are used. If 0 < t the necessary conditions of 
stability for scheme (6.3.16) are 

dt dx2 + dy2 1 
- <----
Re dx2 dy2 - 2(1 - 2 0)' 

4 (lui + Ivl?dt Re :S 1 _ 2 0 

If 0 ~ !. the scheme is (linearly) unconditionally stable. 
After discretization with respect to space as described in Section 6.2.2, Eqs. 

(6.3.16a) and (6.3. 16b) lead, at each time step, to a nonlinear algebraic system 
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for the unknowns which are the values of velocity and pressure at mesh points, 
n+l n+l n+T Let d t say Ui+l/2,j, V;,j+l/2, P;,j. us eno e 

V - vn+1 
h - ;,j+l/2, 

then the finite-difference equations resulting from (6.3.16) are written in the 
symbolic form 

Lu(Uh, Vh,Ph) = 0 

Lv(Uh, Vh, Ph) = 0 

D(Uh, Vh) = 0 

(6.3.17a) 

(6.3.17b) 

(6.3.17c) 

where (6.3.17a, b) are the momentum equations and (6.3. 17c) is the continuity 
equation. When these equations are written for all the discretization points of 
the computation domain, we obtain a nonlinear algebraic system that is solved 
with an iterative procedure. 

The simpler iterative procedure that can be devised is the following one 
(noting that the index of iterations is m): 

m+l m + L (m m m) - 0 Uh - Uh Kl u Uh, Vh, Ph - , 

m+l m + L (m m m) - 0 Vh - Vh K2 v Uh, Vh, Ph - , 

p'!:+l - P'!: + AD (U'!:+l, V,!:+l) = 0, 

Uo - un h - i+l/2,j 

v2 = V7,j+l/2 

p2 = p7,r- 1 

(6.3.18) 

where Kl, K2, and A are parameters that must be chosen in order to ensure the 
convergence of the procedure. We note that the above iterative procedure is 
nothing more than the artificial compressibility method applied at each time 
step. The necessary conditions for convergence of procedure (6.3.18) can be 
obtained in the same way that stability for the artificial compressibility method 
was studied. If Kl = K2 = K, Ax = Ay, and the convective terms are ne­
glected (Stokes approximation), we obtain the following conditions: 

K (4 (J Ax2 ) 
Ax2 Re + 2 At + 2A :S 1, K > 0, A > 0 (6.3.19) 

Numerical experience must be utilized to obtain optimal values of K and A, 
which lead to a minimal number of iterations to reach convergence of pro­
cedure (6.3.18). No theoretical results are known concerning the choice of 
optimal parameters. Assuming Ax, At, and K are given, Eq. (6.3.19) shows 
that there exists a maximal value Amax for A given by 

A = Ax2 _ (~ + AX2) 
max 2 K Re 4 At 

which necessitates, since A > 0, that 



6.3 The Unsteady Navier-Stokes Equations 169 

K (4 () ax2)-1 
ax2 < Re + 2 at 

It is convenient to use values of K of the order ofax 2 and experience shows 
that best convergence is obtained when A is close (but not equal) to Amax. 

Possibly the delicate point of the method lies in the choice of parameters, 
since the number of iterations necessary to reach convergence is very sensitive 
to this choice. As a result, it is recommended that one conduct sufficient 
preliminary tests to determine the optimal values before performing calcula­
tions. 

In order to improve the convergence (the numerical program is also simpler), 
the iterative procedure described above can be modified by using in each of 
(6.3.18) the values of the unknowns at iteration m + 1 as soon as they are 
computed. The procedure then becomes a Gauss-Seidel technique while the 
previous iterative procedure was of Jacobi type. For this case the study of 
convergence by a stability analysis becomes difficult analytically because the 
amplification matrix entries are complex numbers. The study of the 
amplification matrix eigenvalues can be performed numerically. 

Typical values of convergence parameters used in calculations are given in 
Section 6.4.2. 

In conclusion, we note that it is possible to use time discretization other than 
the two-level scheme (6.3.16a). For example, the three-level second-order 
accurate scheme 

1 V2V n+1 
- [3Vn+' - 4Vn + V n- I ] + A(vn+') - + Vpn+l = 0 
2& ~ 

v· V n+1 = 0 
(6.3.20) 

with a spatial discretization in the staggered MAC mesh was successfully used 
in various problems (Childress and Peyret, 1976; Blanschong and Hartmann, 
1979; Peyret, 1981). 

The fully implicit scheme (6.3.20) is unconditionally stable. If the iterative 
procedure (6.3.18) is associated with (6.3.20), the conditions of convergence 
are 

K (4 3 ax 2 ) - -+--+2A :'51, ax 2 Re 4 at K > 0, A > 0 (6.3.21) 

The advantages of such a scheme compared to the Crank-Nicolson scheme are 
(i) economy of programming and (ii) better damping of harmonics of short 
wavelength which can be interesting in cases where the solution is highly 
variable (Richtmyer and Morton, 1967). On the other hand, as in all the 
three-level schemes, scheme (6.3.20) does not determine the solution at the 
first time step, given suitable initial condition. Therefore, the first time step 
must be treated using another scheme. 
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6.3.3 Relationship between the various methods 
As noted previously for the artificial compressibility method, the iterative 

procedure just outlined is equivalent to the solution of a Poisson equation for 
the pressure which can be obtained by combining Eqs. (6.3.18) for U~+l and 
v~+ 1 . In order to make clear the relationship between the present method and 
the methods presented in Section 6.3.2, we outline the construction of this 
equation. The iterative procedure applied to Eqs. (6.3.16) is written 

vn+1,m+l - vn+1,m + K[Vpn+T,m + Sl(vn+1,m) + So(vn)] = 0 (6.3.22a) 

pn+T,m+l _ pn+T,m + A V· vn+1,m+l = 0 (6.3.22b) 

with 

Sl(V"+l) = -- + () A(V"+l) - --v n+1 [ V2V"+1] 
I1t Re 

So(V") = - vn + (1 _ ())[A(Vn) _ V2vn] 
I1t Re 

Now, after the elimination of vn+1,m+l, using (6.3.22a), Eq. (6.3.22b) 
becomes 

pn+T,m+l _ p"+T,m _ KA V 2p"+T,m 

= -AV·[V"+l,m - KSl(vn+1,m) - KSo(V")] (6.3.23) 

This last equation represents a special iterative procedure to solve the Poisson 
equation for pressure which could be obtained by applying the operator (V, ) 
to Eq. (6.3.16a). As a matter of fact at convergence, when m ~ 00, Eq. 
(6.3.23) becomes 

V2pn+T = - V· [Sl(V n+1) + So(V")] (6.3.24) 

since limm->oo (V' vn+1,m) = O. In particular, in the explicit case () = 0, we 
have V· Sl(Vn+1) = (V' V n+1)/l1t = 0; therefore we obtain exactly the Pois­
son equation which is usually considered in the projection method [Eq. 
(6.3.3a)] or in the MAC method [Eq. (6.3.7a)]' We note that the explicit 
scheme () = 0, associated with the artificial compressibility technique, was 
introduced by Chorin (1968) and used, in particular, by Viecelli (1971) and Liu 
(1976). Viecelli has shown how it is possible to advance the computations in 
order to have, instead of a Jacobi-type procedure (6.3.22) a Gauss-Seidel 
procedure. In order to complete the analogy between the iterative method in the 
explicit case () = 0 and the MAC or projection method, we recall that careful 
treatment of the right-hand side of the Poisson equation and the Neumann 
condition at a boundary makes the numerical solution independent of the 
outside value Vo in the MAC method or the wall value V~ in the projection 
method. This "similarity" between the treatment of the right-hand side of the 
Poisson equation and the Neumann condition is automatically satisfied in the 
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present implicit iterative method whatever the value of o. This result is anal­
ogous to those obtained in Section 6.2.5. 

6.3.4 A perturbation (penalization) method 
The following perturbation method has been proposed by Temam (1968). It 

makes use of 

€p+V·V=o, € > 0, €~o (6.3.25) 

instead of the divergence equation (6.1.1 b). It then is possible to eliminate p 
from the momentum equation, so that (6.1.1a) and (6.1.lb) are replaced by the 
single equation 

av + (V . V)V _ V(V· V) _ V2V = _ (V· V)V 
at € Re 2 

(6.3.26) 

which must be solved with €~ O. Note that the tenn on the right-hand side of 
(6.3.26) has been introduced for stability considerations. It has been proven by 
Temam (1968) that the solution of (6.3.26) tends toward the solution of (6.1.1) 
when €~ O. Although numerical difficulties can appear with the use of very 
small values of €, the method associated with a finite-element approximation 
has been successfully used by Hughes et al. (1979) and Bercovier and En­
gelman (1979) (with € """ 10-2 AX2) and, for natural convection problems by 
Marshall et al. (1978) and Upson et al. (1980). 

6.4 Example Solutions for Primitive-Variable Formulation 

6.4.1 Steady flow over a step 
In order to demonstrate a finite-difference solution of the primitive-variable 

fonnulation, we consider the case of steady flow in a channel (Taylor and 
Ndefo, 1971) with a step as shown in Fig. 6.4.1. In studying this flow we 
employ the splitting method of Yanenko (1971) to solve the primitive-variable 
equation (6.1.1a) and the pressure equation 

n2 = 2(au av _ av au) 
v P ax ay ax ay (6.4.1) 

The initial and boundary conditions which are consistent only for the steady 
state are 

L 
at t = 0, 0 :5 X :5 H' 0 :5 Y :5 1; u = 1, v = 0 

h 
at x = 0, - :5 Y :5 1; 

H 

(6.4.2) 

for t > 0 
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Fig_ 6.4.1 Geometry for flow over a step with grid system. 

L au av ap 
at x = H' 0 ::::; Y ::::; 1; - = - = 0, - = - (3 (const) for t > 0 

ax ax ax 

h I L 
at y = H for 0 ::::; x ::::; H ' at y = 1 for 0 ::::; x ::::; H 

I L 
and at y = 0 for - ::::; x ::::; - ; 

H H 
u = 0, v = 0, 

ap 1 a2v 
ay = Re ay2 

l h 
at x = - for 0 ::::; y ::::; -; 

H H 
ap 1 a2u 
ax = Re ax2 u = 0, v = 0, 

(6.4.3) 

Under these conditions, {3 is the prescribed pressure gradient for Poiseuille 
flow, l is the distance from the entrance to the step, L is the total length of the 
channel, H is the total height and h is the step height. 

Applying splitting reduces the momentum equations to the form 

Set I: 
1 au au 2 ap 1 a2u 
2 at + ax + ax = Re ax2 

I av auv 1 a2v 
2 at + ax = Re ax 2 

1 au auv 1 a2u 
Set II: - - + - = - --

2 at ay Re ay2 

1 av av2 ap 1 a2v --+-+-=---
2 at ay ay Re ay2 

(6.4.4) 
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Since the pressure equation has no time derivative, it is not split and must 
be solved as a two-dimensional equation. Here, this equation is solved at each 
half-time-step, contrarily to the splitting method of projection (Fortin et al., 
1971) in which the pressure is calculated once by time-step. 

To each set of one-dimensional equations (6.4.4) is associated a set of 
boundary conditions deduced from Eq. (6.4.3): 

Set I: at x = 0; u = 1, v = 0, for all Y 

L au = av = ° for all Y at x =-' 
H' ax ax 

I 
u = 0, v = ° h 

at x =-' for 0:5 Y :5-
H' H 

h I 
Set II: at Y = - for ° :5 X :5 - and Y = ° 

H H 

I h 
for - :5 X :5 -; U = 0, v = ° H H 

L 
at Y = 1 for ° :5 X :5 -; U = 0, v = ° 

H 

The solution is obtained according to the following procedure. 

(6.4.5) 

1. Using the solution un and v n at time n l1t, a provisional value p is 
computed from Eq. (6.4.1) and the boundary conditions written in (6.4.3). 
Using p, Set I is then integrated for a half-time-step and gives intennediate 
values u and 13. 

2. The pressure pn+l is computed as in step 1, but using now u and 13. 
Finally, un+1 and vn+! are obtained by integrating Set II for another half-time­
step, using U, v and pn+l. 

Finite-differences are employed to solve the equations. The velocity and 
pressure are all defined at the nodes of the mesh. The spatial derivatives are 
approximated in the nonuniform grid system (Xi+l - Xi = dXi' Yj+l - Yj = 
dYj) by central differences in the fonn 

( au) _ Ui+l,j - Ui-l,j 
ax i,j - dXi + dXi-l 

( a2~) = 2 dXi-lUi+l,j - (dXi + dXi-l)Ui,j + dXiUi-l,j 

ax i,j dXidxi-l(dxi + dXi-l) 

(6.4.6) 

(6.4.7) 

For simplicity, an explicit time integration scheme is employed so that 
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au Ii - un au un+1 - Ii 
- = 2 -- for Set I - = 2 a for Set II 
at at ' at t 

(6.4.8) 

An implicit approximation to the viscous terms could have been employed 
to increase stability since the split equations are one-dimensional and easily 
solved by factorization. 

The stability conditions of the scheme are of one-dimensional type [Eq. 
(2.6.19)]' The truncation error (without considering boundary conditions) is 
o (at). The incompressibility equation is satisfied to 0 (at 2). At steady state, 
the error remains O(at): this fact is common to splitting methods. The question 
of accuracy resulting from the treatment of boundary conditions was consid­
ered in Sections 2.7.3 and 2.8.4. In the present example, the use of the 
straightforward split system for the intermediate values has given good results. 

The Neumann condition for pressure was discretized by one-sided differ­
ences. The difficulty concerning the pressure at the comer was overcome by 
extending the normal derivatives up to the comer on each side and averaging 
the result. The difference equations for pressure were solved both by Jacobi 
iteration and by over-relaxation. It was found that over-relaxation reduced the 
computation time by about a factor of 3 from that required by the simple Jacobi 
procedure. 

1.0 __ ~ 

0.8 

0.6 

yH/h 

o 

-0.15 0 0.2 0.4 0.6 0.8 1.0 

(xH - J)/h 

Fig. 6.4.2 Streamline patterns for Re = 100. 
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The described splitting scheme was utilized to compute the flow for Rey­
nolds numbers of 25 and 100. The downstream pressure gradient f3 was chosen 
to have the value 

f3 = -12 H - h 
Re H 

For the calculations, a step size ranging from Ax = A y = 0.01 to Ax = O. 1 
and Ay = 0.09 was used for the step channel. The arrangement of the grid for 
the step is shown in Fig. 6.4. 1. The time step for all the calculations was 
chosen to be At = 0.001. Selected results obtained for flow at Reynolds 
number of 25 and 100 are shown in Figs. 6.4.2 and 6.4.3. These results were 
tested for conservation of mass and they showed a total mass loss of 2% in the 
complete calculation. In Fig. 6.4.2, the streamline patterns near the base are 
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shown. Note that separation appears to occur at about 2/3 the step height 
instead of at the top. Figure 6.4.3 shows the local behavior of the pressure in 
this region. Note that the pressure on the face of the step first decreases sharply, 
then begins to increase until the adverse pressure gradient is sufficient to induce 
separation. 

This brief example indicates the basics of the splitting method. More details 
can be found in Taylor and Ndefo (1971). Results for treating the singular 
nature of the flow near the comer can be found in Ladeveze and Peyret (1974). 

6.4.2 Unsteady horizontal jet in a stratified fluid 
This example (Peyret and Rebourcet, 1981, 1982) solution of the Navier­

Stokes equations in primitive variables (using the method of Section 6.3.2) 
concerns an unsteady laminar jet flowing into a stratified fluid at rest in a 
semi-infinite channel. The domain in which the flow takes place is shown in 
Fig. 6.4.4. The fluid initially at rest in the channel of height 2 H is stably 
stratified by thermal effects so that 

T ( ) = (T2 - Tt)y + (T2 + Tt) 
s y 2 H 2 

The density p and the temperature T are connected through the state law: 

p = Po[1 - {3(T - To)] . h 'T' Tt + T2 
WIt .10 = 2 

where {3 is the volume coefficient of thermal expansions. The initial density 
Ps (y) and the pressure Ps (y) in the fluid correspond to the temperature Ts (y). 
The pressure is hydrostatic so that 

Ps(y) = -gPo[Y - :H(T2 - Tt)y 2] + const 

y 

A' 
+H 

+0/2 B' 

-0/2 B 

-H 
A 

Fig. 6.4.4 Geometrical configuration. 
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where g is the gravitational acceleration. At t = 0, a fluid having the same 
physical properties as the fluid at rest is injected into the channel with a 
maximum velocity of Uo through the slot BB' (of height D). The temperature 
of the injected fluid is constant and equal to To, and its density is Po, Le., the 
corresponding values of the stratified fluid at rest at y = o. 

As usual in such problems, it is convenient to introduce the perturbation of 
pressure 1T' and temperature e with respect to the corresponding values Ps and 
Ts in the fluid at rest. Also dimensionless variables are defined by using the 
following reference quantities: L. = 2D for the length, L./Uo for the time, Uo 
for the velocity, PoU; for the pressure, and (T2 - T))/'YI for the temperature 
with 'YI = H /D . In using the same symbols for the dimensionless variables, the 
Navier-Stokes within the Boussinesq approximation are 

av + (V. V) V + V 1T' - rpv - Ri ej = 0 at Re 
(6.4.9) 

V·V =0 (6.4.10) 

ae . v2e 
Tt+v·ve+v·J -RePr=O (6.4.11) 

where j is the unit vector in the vertical direction and where the Reynolds 
number Re, the Richardson number Ri, and the Prandtl number Pr are defined 
by 

Re = L.PoUo, 
JL 

. (L.)2 T2 - T) 
Rl = f3g Uo 2H' 

Pr = JLcp 

k 

The initial condition at t = 0 are u = v = e = 0, and the boundary condi­
tions are as follows: 

On BB': u = (1 - 16 y2) cf>(t) , 

ae 
On AB and B 'A': u = v = - = 0 ax 
On AX andA'X': u = v = e = 0 

v = 0, e =-y 

where cf>(t) is a function that allows a progressive intrusion of the fluid: 
cf>(0) = 0, cf>(t) = 1 for t ;:=: to. Although the particular choice of cf>(t) had no 
influence on the established flow, its smoothness [Le., cf>'(0) = cf>'(to) = 0] 
has a large effect on the number of iterations needed to solve the problem (by 
the method described in Section 6.3.2) during the transient state t :;::; to. In the 
results shown here, the function cf>(t) is chosen as a polynomial of fourth order 
and to = 0.25. 

The main numerical difficulty with the present problem is related to the 
unboundedness of the physical domain in which the flow takes place. The 
solution used here is to bound the domain with an artificial boundary CC' (Fig. 
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6.4.4) and detennine the flow quantities on this boundary by suitable equations 
allowing the fluid to freely leave the domain without perturbing the upstream 
region or creating numerical instabilities. This problem, which is already 
delicate for non stratified fluids because of the velocity-pressure fonnulation of 
the Navier-Stokes equations, is enhanced here by the stratification of the fluid 
and the propagation of internal waves which is associated with it. 

Near the boundary CC', the flow remains unsteady for the value of time 
considered here and the presence of eddies propagating downstream makes it 
very different from a Poiseuille-type flow as in the steady problem studied in 
Section 6.4.1. Various treatments to detennine flow quantities on CC' are 
reported by Peyret and Rebourcet (1981). The following conditions gave the 
best results: 

av = 0 
ax 

a7T 
ay 

av av 1 a2v . 
- - - v- + - -- + Rl e at ay Re ay2 

When included in the general solution procedure, the above equations give 
successive iterative values of e, v, U, and 7T at the downstream boundary. The 
pressure 7T is obtained by an integration of a7T / ay along CC' perfonned by 
imposing 7T = 1 at the first point near C . 

Another technique that could be used (Kao et aI., 1978) consists of mapping 
the semi-infinite interval 0 :s x < 00 onto the finite one 0 :s x < 1 by means 
of a coordinate transfonnation x = 1 - exp ( - ax), a = const. Then, the 
conditions of Poiseuille-type flow would be imposed at "infinity" x = 1. A 
general discussion of the choice of stretched coordinates has been made by Sills 
(1969). 

The equations of motion (6.4.9)-(6.4.11) are solved by using the method 
described in Section 6.3.2 with the particular choice of the Crank-Nicolson 
discretization parameters on. In the staggered MAC mesh of Fig. 6.2.1, the 
temperature 8 is defined at the center of the cell and denoted by 8i+I/2.j+I/2 . 

The forcing tenn in (6.4.9) appears only in the v equation and is evaluated by 
the average value between nand n + 1 as well as (i + ~,j +!) and 
(i - ~,j + ~). Equation (6.4.11) is discretized in the same manner as the 
momentum equations except that the derivatives in the convective tenn V . ve 
are approximated by fourth-order accurate centered five-point differences. The 
use of such high-order approximation is made in order to minimize the associ­
ated truncation error compared to the diffusive tenn (Re Pr)-I v2e. 

Th k n+1 n+1 n+I/2 d 8 n+ 1 d t d e un nowns Ui+ 1/2.j, Vi.j+ 1/2, Pi.j ,an i+ 1/2.j+ 1/2 eno e , re-
spectively, by Uh, Vh, Ph, and eh are calculated by the Gauss-Seidel version 
of the iterative procedure described by Eq. (6.3.18) with a supplementary 
equation for the temperature 
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em+1 em + E( m+l m+l em) - 0 h - h X Uh ,Vh , h -

where the parameter X must satisfy the convergence conditions 

2X (1 dx 2
) 

ax2 Re Pr + 4at :5 1, X>O (ay = ax) (6.4.12) 

The form of criteria (6.3.19) and (6.4.12) suggests that one use a = K/ ax2, 
b = X / ax2, and c = A/ax rather than K, X, and A. Typical values of a ,b , 
and c leading to convergence (determined from numerical tests) of the iterative 
procedure are given in Table 6.4.1. 

Convergence is,assumed when max {I Lui , ILvl, ID I, lEi} :5 0.25 x 10-2• 

The maximum is generally given by the v equation; the divergence equation is 
then satisfied at less that 10 -3. The number of iterations needed to obtain 
convergence at each time step is about 35 in the established regime 
(t > to = 0.25) for the case Re = 250, Ri = 64. This number can reach a few 
hundred during the start-up phase (O<t:5to). A calculation with 80 x 20 points 
(ax = ay = 1/16) and a final time t = 2 (at = 1/64) requires 45 minutes of 
CPU time (CDC 6600). 

Preliminary numerical tests associated with physical arguments have shown 
(Peyret and Rebourcet, 1982) that, for the values of the physical parameters 
considered, the flow remains symmetrical with respect to the axis y = O. 
Consequently, the hypothesis of symmetry is assumed, so that the calculations 
are performed only in a half-domain. The results illustrated in Figs. 6.4.5 and 
6.4.6 are for the case Re = 250, Ri = 64, Pr = 10, and Ri = 0 (neutral 
stratification). The geometrical parameters are TJ = H /D = 2.3125 and 
g = L/2D = 5. 

Figure 6.4.5 shows the instantaneous streamlines at different times. The 
effect of stratification is evident if one compares Fig. 6.4.5c to Fig. 6.4.6 
which corresponds to flow without gravity effects. In the latter case, the eddies 
created near the entrance remain attached to the wall and the expansion of the 
streamlines are prevented only by the walls. On the other hand, when 
stratification is present, the first eddies are propagated away while others are 
created near the entrance with opposite rotation and smaller magnitude. As a 
result, the jet is channeled in the axis region between two rows of eddies. The 
alternate rotation of the successive eddies makes the streamlines periodically 
expand or contract in the jet region. Consequently, the corresponding velocity 

Table 6.4.1 Table of convergence parameters. 

Re tlX = !:ly !:It a b c 

10 1/10 1/50 0.40 0.40 10.50 
100 1/16 1/64 0.75 0.75 9.50 
250 1/16 1/64 0.82 0.82 8.70 
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Fig. 6.4.5 Instantaneous streamlines at various time, Re = 250, Ri = 64, Pr = 10; (a) t = 0.50, 
(b) t = 1.50, (c) t = 2.0. 
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Fig. 6.4.6 Instantaneous streamlines, t = 2.0, Re = 250, in the case without gravity effects, Ri = 0. 
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Fig. 6.4.7 Profiles of horizontal velocity u at t = 2.0: - Re = 250, Ri = 0; --- Re = 250, 
Ri = 64, Pr = 10. 

has an oscillatory character with maximal values larger than the entry velocity. 
Finally, it should also be noted that the magnitude of the velocity outside the 
jet is rather small (see Fig. 6.4.7) and such a fact is not represented by the 
above streamlines maps that give only a qualitative picture of the flow. 
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6.S The Stream-Function Vorticity Formulation and Solution 
Approaches 

6.5.1 The steady equations 
The stream-function vorticity equations can be written in the case of a steady 

plane flow in the form: 

[L('l') - ~e V2] w = 0 (6.S.1a) 

(6.S.1b) 

where 'l' is the stream function, w is the vorticity, and 

a a a2 a2 
L('l') = u - + v - V2 = - + -

ax ay' ax 2 ay2 
where x, y are Cartesian coordinates and u and v are the components of the 
velocity V and are expressed in terms of the stream function 'by u = a'l' j ay , 
v = -a'l'jax. Suitable boundary conditions as described in Section 6.S.3 
must be added to Eq. (6.S.1) to complete the formulation. 

6.5.2 The pseudo-unsteady methods 
Various methods can be devised to solve Eq. (6.S.1). The first one is to 

consider the unsteady equation 

- + L ('l') - - V2 W = 0 aw [ 1] 
at . Re 

(6.S.2a) 

(6.S.2b) 

and to solve this evolution problem in order to obtain the steady solution as 
t~ 00. Although only a finite computing time is necessary to obtain a 
sufficiently small time derivative aw j at-depending on the magnitude of the 
Reynolds number Re = UL j v-this time is often still too long to make the 
method useful. 

Another method, similar in fact to the unsteady approach, consists of mod­
ifying the unsteady equations in order to have two coupled parabolic equations 
instead of a parabolic and an elliptic equation. To accomplish this, one employs 
the equations 

aw + [L('l') __ 1 V2] w = 0 at Re 

a'l' 
- - a [V2'l' + w] = 0 at 

(6.S.3a) 

(6.S.3b) 

where a > 0 is a constant parameter. The advantage of such a formulation 
compared to (6.S.2) is that a step-by-step economical scheme can be used, in 
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contrast to fonnulation (6.5.2) where the elliptic equation (6.5.2b) has to be 
solved at each time step. Although in this first procedure it is not necessary to 
solve Eq. (6.5.2b) exactly at each time step since only the steady state solution 
is of interest. 

The use of the pseudo-unsteady system (6.5.3) seems to have been intro­
duced by Burggraf (1966) in association with an explicit-implicit discretization 
with respect to time. Because of its explicit character, the applied scheme was 
convergent only for Reynolds number values that were sufficiently small in 
order to maintain stability. 

A very efficient implicit technique for solving the system, which will im­
prove convergence, is the altemating-direction-implicit method (AD!) (Chap­
ter 2). This method is now extensively used in both its original fonn (Peaceman 
and Rachford, 1955) and in its generalized fonn (Douglas and Gunn, 1964) as 
employed by Mallinson and De Vahl Davis (1973). 

Assuming a solution can be computed in a square domain .0, 0 < x < 1, 
o < Y < 1, with Wi7j, ui7j, vi7j, and 'l'7,j the respective approximations of 
W,U,V, and 'IF at point Xi = i~x, Yj =j~y, and time tn = n~t, the 
Peaceman-Rachford AD! scheme for Eqs. (6.5.3) can then be written* 

2 ( _ n ) + ( n A 0 ~xx) - + ( n A 0 ~yy) n - 0 ~t Wi,j - Wi,j Ui,jax - Re Wi,j Vi,j a y - Re Wi,j-

(6.5.4a) 

2 ( n+ 1 -) + ( n A 0 ~xx) - + ( n A 0 ~yy) n+ 1 - 0 ~t Wi,j - Wi,j Ui,j ax - Re Wi,j Vi,j a y - Re Wi,j -

~tPi,j - 'l'7,j) - a(~XX.q;i,j + ~yy 'l'7,j + W7,jI) = 0 

~/~7,j1 - q,i,j) - a(~XXq,i,j + ~yy'l'7,jl + W7,jl) = 0 

U~-l:1 = ~O 'I'~+I 
l,) Y r,J' 

V~+I = _~O 'l'n+1 
',J x ',J 

(6.5.4b) 

(6.5.5a) 

(6.5.5b) 

(6.5.5c) 

Without imposed boundary conditions this AD! scheme is unconditionally 
stable in the linearized case. The effect of the boundary conditions on the 
stability has been studied by Bontoux (1978) and Bontoux et al. (1980), and, 
more precisely, the effect of coupling between 'I' and W on the boundary. 

Generally, the resulting linear algebraic systems at each step are solved by 
the method of factorization (Section 2.2.1). This method works well for any 
~t if I U I Re ~x :5 2 and I v I Re ~y :5 2. But, if these conditions on the mesh 

*The difference operators are defined in Section 6.2.2. 
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Reynolds number are not satisfied, the limitation on the time step is given by 
Eq. (6.2.33). Although such a condition on at is not very restrictive because 
Re is large, it can be relaxed by using noncentered approximations in (6.5.4a) 
and (6.5.4b) for a w / ax and a w / ay according to the sign of u and v. 

In order to preserve the tridiagonal nature of the matrix, such approximations 
are two-point differences, therefore, only first-order accurate. In order to 
recover the second-order accuracy at steady state, it is possible to use the 
alternate difference technique expressed in Eq. (2.8.6) of Chapter 2. Such a 
technique has been used for the vorticity equation by Daube and Ta Phuoc Loc 
(1979) and Ta Phuoc Loc and Daube (1981). 

Finally, note that the ADI scheme (6.5.4)-(6.5.5) can be used also if the 
conservative form of Eq. (6.5.1a) is used. In this form, L(qt)w = 
a uw / ax + a vw / ay, and the derivatives can be approximated with schemes 
described in Section 6.5.6. When these approximations are substituted into 
(6.5.4a) and (6.5.4b) the velocity components involved are evaluated at the old 
level n. 

6.5.3 Boundary conditions 
The boundary condition associated with the solution of Eq. (6.5.1) in a 

domain fi with a boundary r is deduced from the problem defined in Section 
6.1 for the primitive-variable equations. The velocity V is known on r, i.e., 
V=Vr [Eqs. (6.1.4) and (6.1.6)]. In terms of the stream function, the bound­
ary condition becomes 

(a'll) = _ V r . T 
aN r 

where Nand T are, respectively, the outward normal and tangent unit vectors 
to r. By integrating the first equation along r, we obtain the general form of 
the boundary conditions on r 

'II = f(x,y), 
a'll 
aN = g(x,y) (6.5.6a) 

where f must satisfy the total flux condition 

Ir (Vf· T)ds = 0 (6.5,6b) 

Because f and g do not depend on time, for the ADI technique we can use 
the sa~e boundary values for both steps. Therefore, the knowledge of'll on r, 
i.e., 'II i,j = 'II 7,i l = fi.j if (Xi, Yj) E r h, allows us to calculate qti,j and'll 7,i I 
in the whole domain fi h thanks to Eqs. (6.5.5a) and (6.5.5b). The problem is 
to derive boundary conditions for the vorticity. This is the main difficulty with 
the stream-function formulation. 

We now describe three methods to handle this problem. We denote by cpm+1 

any quantity (jJ, cpn+ \ or any (m + 1 )th iterate. The methods are 
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(i) Use W~+l = _(V2'1')~ 
(ii) Use W~+l - W ~ - y[(a'l' ;aN);,! - g] = 0, where the parameter of con­

vergence y is positive. 

(iii) Use Green's formula to derive as many supplementary equations for was 
there are boundary points. 

These three techniques are now successively examined. 
First technique (i). Let us, consider the part y = 0 of the boundary r. The 

boundary conditions are 

'I'(x,O) = fo(x) 

a'l' (x ,0) _ () 
- -go x 

ay 

By using wr = -CV2'1')r we have 

w(x 0) = _ a2'1' (x, 0) _ a2'1' (x, 0) 
, ax 2 ay2 

(6.5.7a) 

(6.5.7b) 

(6.5.8) 

From Eq. (6.5.7a), we have a2'1'(x,0)/ax 2 = f~(x), but it is necessary to 
evaluate the second derivative a2'1'(x, 0) / ay 2. This is generally done by using 
Taylor expansions. For example, from the expansion 

a'l' ~y2 a2'1'(x, 0) 
'I'(x,~y) = 'I'(x, 0) + ~y ay (x,O) + T iJy2 +... (6.5.9) 

we obtain for the point (x, 0) 

a2'1' 2 2 
iJy2 = ~y2 ['I'(x, ~y) - fo(x)] + ily go(x) 

with an error O(~y). By substituting this expression in (6.5.8) we obtain the 
jirst-order-accurate formula 

w(x,O) = -f~(x) - ~2['I'(X'~Y) - fo(x)] - ~y go(x) (6.5.10) 

This formula involves the unknown value 'I'(x, ~y) which translates the cou­
pling between w at the boundary and 'I' into the domain. However, this 
coupling necessitates evaluation of 'I'(x, ~y) at a previous time or at a previous 
iteration. 

The first-order formula (6.5.10) was proposed in 1933 by Thorn and has 
been frequently used since (Bryan, 1963; Greenspan, 1969). 

A second-order-accurate formula can be derived in the same manner by 
using the Taylor expansion of 'I'(x, 2 ~y) analogous to (6.5.9). A linear com­
bination between expansions of 'I'(x, ~y) and 'I'(x, 2 ily) allows us to derive 
an evaluation of a2'1'(x, 0)/ ay2 accurate to second order. Hence, the following 
expression of w(x, 0) is obtained: 
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W(x,O) = -f~(x) + 2~y2[ 'I'(x,2dy) - 8'1'(x,dy) 

+ 7 fo(X)] - :y go(x) (6.5.11) 

This second-order-accurate fonnula has been used by Wilkes (1963), Pear­
son (1965), and others. Other fonnulas of the same type have been considered 
by Briley (1971), Roache (1972), Orszag and Israeli (1974), and Gupta and 
Manohar (1979). 

Another formula with second-order accuracy which involves the value 
w(x, dy) rather than 'I'(x, 2 dy) has been proposed by Woods (1954). It makes 
use of expansion (6.5.9) in order to define a2'1'(x,0)/ay2 keeping the third­
order tenn a3'1'(x,0)/ay 3. This latter tenn is then evaluated thanks to the 
equation 

a2'1' a2'1' 
-= -w--
ay2 ax 2 

which is differentiated with respect to y, so that 

a3'1'(x, 0) 
= 

aw(x,O) a3'1'(x, 0) 
ay3 

Noting that 

ay ax 2 ay 

and 

a3'1'(x, 0) = - g~'(x) 
ax2 ay 

aw(x, 0) ~ _1 [( A) _ ( 0)] ay dy w x, L.1y W x, 

the following expression is found: 

w(x,O) = - 3fo~(x) - d: 2['I'(X,dY) - fo(x)] _ W(X~dY) 

3 dy " 
- dy go(x) + 2 go(x) (6.5.12) 

This fonnula has been used in particular by Runchal et al. (1969) and Bozeman 
and Dalton (1973). 

All three fonnulas (6.5.10), (6.5.11), and (6.5.12) necessitate evaluation of 
'I'(x,dy), and 'I'(x,2dy), or w(x,dy) at a previous level m. Moreover, 
numerical experiments show that it is often necessary to include a relaxation. 
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Therefore, if formulas (6.5.10)-(6.5.12) are written in the form 

w(x,O) = F['I'(x,~y), 'I'(x,2~y), w(x,~y)] 

the value wm+ 1 at the boundary is defined by 

wm+1 = F['I'm(x, ~y), 'l'm(x, 2 ~y), wm(x, ~y)] 

wm+1 = ywm+1 + (1 - y) wm 

187 

(6.5.13) 

(6.5.14) 

where y is a relaxation parameter (0 < y :5 1). A study of the theoretical error 
associated with these various formulas has been conducted by Orszag and 
Israeli (1974) for a one-dimensional linear problem. In particular, it is found 
that the first-order formula (6.5.10) gives a numerical solution with an error of 
second order with respect to the exact solution. This is a new example of the 
fact (Kreiss, 1972) that a low-order treatment of the boundary conditions does 
not lead necessarily to a loss of the theoretical accuracy. However, this fact is 
true only if the order is considered, but as shown in Section 6.6, the results 
given by the various formulas can differ. An extensive comparison between 
results given by these formulas in the case of the driven cavity flow has been 
made by Gupta and Manohar (1979). Analogous comparisons are given in 
Section 6.5.8. 

Second technique (ii). This seems to have been introduced by Dorodnytsin 
and Meller (1968) and can be written 

m+l( 0)= m( 0)- ['I'm(x,~y)-!o(X)+ ()] w x, w x, y ay go x (6.5.15) 

if a first-order-accurate difference is used to approximate the normal derivative 
a'l'(x, 0)/ ay. Obviously, a three-point second-order-accurate difference can 
also be used. At convergence when wm+ 1 = wm, the condition (a'l' / aN)r = g 
is satisfied. The parameter y must be chosen in order to ensure convergence. 
An analysis of such a choice has been made by Israeli (1970, 1972). 

Note the relationship between the two techniques just described. As a matter 
of fact, if formula (6.5.10) is combined with the relaxation procedure (6.5.14), 
we obtain 

wm+1(x,0) = wm(x,O) _ ~: {['l'm(x,~~~ - !o(x) + go(X)] 

+ a;[{o'(X) + Wm(X,O)]} 

This last expression is identical with expression (6.5.15) (with y replaced by 
2y / ay) except for the ay-order term; but we recall that both formulas (6.5.10) 
or (6.5.15) are accurate to first order only. 
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Third technique (iii). This makes use of Green's formula applied to Eq. 
(6.5.1b) in the domain fl' of Fig. 6.5.1. Green's formula is written 

p'\f.1(A,IL) = f G(x,y;A,IL) V2'\f.1(x,y) du 
0' 

+ f [aG(X,Y;A,IL) '\f.1( ) 
aN X,Y 

rur' 
a'\f.1(x,y)] 

- G(x,y;A,IL) aN ds (6.5.16) 

where G is the fundamental solution of the Laplace operator, i.e., in two 
dimensions 

G(x,y;A,IL) =! In [(x - A)2 + (y - IL)2] 

The point (A, IL) is any point of the plane (x, y) and 

{
2?T' if (A, IL) E fl' 

p = ?T, if (A, IL) E ~ U f' 
0, if (A, IL) ft. fl' 

The normal derivatives in the curvilinear integral refer to the (x, y) variables. 
If we consider the point (A , IL) belonging to f and if we use Eq. (6.5.1 b) and 
the boundary conditions (6.5.6), Eq. (6.5.16) becomes 

7if = - f Gw du + f (~~f -Gg ) ds + J (~~ '\f.1 - G ~!) ds 

0' r r' (6.5.17) 

Now, if this last equation is written for all boundary points (e.g., Nr points), 

r 

Fig. 6.5.1 Boundaries of 
domain fl'. 
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we obtain Nr supplementary equations for w which can be considered as 
boundary conditions. Here again, the values of qr and aqr / aN in the curvilinear 
integral along f' are not known, but they can be evaluated at the previous time 
or previous iteration. A numerical approximation of the surface integral in 
(6.5.17) leads to an expression of the form 

f G(X,y;A,JL)W(X,Y) dCT == 2: Ai,j(A,JL)Wi,j 
0' 

where the summation has to be taken on all (inner fl' and boundary fUf') 
points. Then Eq. (6.5.17) yields 

for (A, JL) E f (6.5.18) 

where Fm includes, in particular, the contribution of qr ~ and (aqr / aN) ~ at the 
previous level m. 

A simple technique is to calculate (6.5.18) at each boundary point in order 
to obtain the boundary value W~+I through the iterative procedure. 

wm+1 = wm + 'Y(~ A- . wm. - Fm) r r L.J I,J I,J 
(6.5.19) 

Here again, 'Y is a parameter of convergence which must be positive. 
Another technique is to again evaluate (6.5.18) for all boundary points in 

order to get an algebraic system which can be written 

(6.5.20) 

where Xr is the vector whose elements are the Nr boundary values Wr; XI is the 
vector corresponding to the NI inner values Wi,j; Ar and Al are, respectively, 
Nr x Nr and NI x NI matrices; and Fm is the vector corresponding to Fm(A, JL) 
in Eq. (6.5.18). Then, the following iterative procedure (with possible relax­
ation) 

A xm+1 = -A xm + Fm r r I I 

allows one to calculate X ~+l with only one inversion of matrix, i.e., A;I 
which can be made only once. 

The use of Green's formula to derive supplementary boundary conditions 
was first considered by Wu and Wahbah (1976). The inner boundary f' was 
not considered, so that the surface integral was calculated in the whole domain 
except in regions where the vorticity w was zero. The method based on the use 
of the inner boundary f', that saves computer time, has been introduced and 
applied to the Navier-Stokes equations by Cea et al. (1981). 
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6.5.4 The iterative method 
Instead of introducing a fictitious time and solving a parabolic system with 

a time-dependent method, the elliptic system (6.5.1) can be solved directly by 
means of an iterative procedure. First, Eqs. (6.5.1) are approximated by the 
difference equations 

Lh('l' .. ) - - w·· = 0 [ V~] 
',J Re ',J 

(6.5.2Ia) 

V 2'l' .. + w· . = 0 
h ',J ',J (6.5.2Ib) 

where the finite-difference operator Lh ('l'i) defined by 

Lh('l'i,j) = (~~ 'l'i,j) ~~ - (~~ 'l'i,j) ~~ 

= Ui,j ~~ + Vi,j ~~ 
(6.5.22) 

is a centered approximation of the convective operation V' V, and V ~ 
= ~xx + ~YY' The accuracy of the finite-difference equations (6.5.21) is of 
second order. 

Equations (6.5.21) are solved by the following iterative procedure (Green­
span, 1969; Runchal et al., 1969; Roache, 1975) which is characterized by 
index m. Let us assume that 'l'rj and w rj are known. The quantities 'l' rt I and 
w rt I are determined in the following way: 

1. Compute a provisional value qr rt I by 

V 2 qlm+l = -wm. 
h ',J ',J (6.5.23a) 

and 
qI,?,+1 = f. . 

',J J',J (6.5.23b) 

2. Define the final value 'l' rt I by the relaxation formula 

'l'rt = aqlrt l + (1 - a) 'l'rj, 0 < a ~ 1, for (Xi,Yj) E ilh 

(6.5.24) 

3. Compute a provisional value {jJ rt I by 

[L ('Tr,?,+I) - V~J w- m+1 = 0, ( ) E n 
h 'r ',J Re ',J Xi, Y j Hh (6.5.25a) 

{jJm+1 = p. .('l'm+1 wm) 
l,J l,j , , (6.5.25b) 

where the term Fi,j corresponds to the boundary evaluation of the vorticity w. 
4. Define the final value w7,jl by the relaxation formulas 

w m+1 
',J 

= f3 {jJm+1 + (1 - f3) wm . ',J ',J' 

w m+1 = "1./ {jJm+1 + (1 - "1./) w m . I,J ,I,j I I,J , 

(6.5.26) 

where the relaxation parameters f3 and y corresponding, respectively, to the 
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inner points and the boundary points are not necessarily equal (0 < (3, 'Y :5 I). 
The iterative process is stopped when convergence is obtained. The question 

of criteria of convergence is delicate. Various criteria can be considered. 
Simple criteria of convergence are 

R(I) = max (l'I'f+1 
'" . . ,j ',j 

R(I) = max (IW~+l w . . ',j 
',j 

-'I' rj I) :5 E", 

- Wrj I) :5 Ew 

where E", and Ew must be sufficiently small with respect to the mean value of 
the corresponding quantity. It can be useful to consider relative criteria such as 

max ( cfJrt - cfJrj ) 

R~) ~ max (I <hrt' I) ';" (cfJ = 'I' or w) 

which takes account of the magnitude of the solution. 
It can happen, in some complex flows, that the iterative solution converges 

well everywhere except at isolated points, for example, near singularities or 
more generally in regions of very large gradients in which an accurate solution 
cannot be expected. In this case, it is best to define averaged criteria of the type: 

R (3) = ! ~ 1 ,/,,~+1 - '/"~'I :5 E q, N ~ 'I"',j 'I"',j q, 
',j 

or 

R(4) = (.!. ~ 1'/"1"·+1 - '/"1"'12)! :5 E i/J N L.J 'I"',j 'I"',j q, 
i,j 

where N is the total number of points on which the sum is taken. If such criteria 
are used, possibly normalized with the maximal value of I cfJrt 1 I, it is recom­
mended that the maximum criteria defined above be tested. 

Finally, great care must be taken in evaluating the effect of the various 
relaxation parameters and of the form of the finite-difference formulas used in 
the effective computation (e.g., mUltiplication by Re, by a power of the mesh 
size, etc.). Thus, it is recommended that when convergence is assumed to be 
obtained, the residues of the equations be tested; for example, in the maximum 
norm 
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The magnitude of these residues, which must be evaluated in comparison with 
the magnitude of the solution, gives a measure of the degree of accuracy with 
which the finite-difference equations are solved. 

At each step of the iterative procedure (6.5.23)-(6.5.26), two linear alge­
braic systems must be solved. A priori, these systems can be solved by any 
type of method-direct or iterative. However, it is recommended that iterative 
methods be used here because the solution of these systems is only an inter­
mediate solution included in a global iterative procedure. As this global iter­
ative procedure converges, the variation between two successive iterated val­
ues decreases and, consequently, the number of iterations needed to solve the 
linear algebraic system (6.5.23) or (6.5.25) is continuously decreasing. More­
over, this number can be generally very small (of the order of 1 during the last 
stage of the global iterative process) if the demanded degree of convergence for 
the iterative solution of systems (6.5.23) and (6.5.25) is not too high (taking 
into account the fact that it is only an intermediate solution). 

The solution (6.5.23) usually does not lead to difficulty because it is simply 
a Laplacian problem. On the other hand, problems of convergence arise for the 
solution of (6.5.25) when IU;,j I Re ~x > 2 or IV;,j I Re ~y > 2, because the 
matrix associated with system (6.5.25) is no longer diagonally dominant. Such 
a phenomenon, which occurs when the Reynolds number is too high compared 
to the inverse of the mesh size, has long been an obstacle to the numerical 
solution of the Navier-Stokes equations. The usual technique to surmount this 
obstacle is described in the next section. 

6.5.5 The problem of high Reynolds numbers 
The approach to reduce the difficulty associated with the loss of diagonal 

dominance is to use an upwind noncentered approximation for the convective 
term V' V w [or V (V w) in its conservative form]. Schemes using such an 
approximation are due to Barakat and Clark (1966), Runchal et al. (1967, 
1969), Gosman et al. (1969), Torrance (1968), and Greenspan (1969). These 
include both an iterative solution of the steady equations or, with a dis­
cretization in time, of the unsteady equation. 

The centered operator L h ("I';,j) in Eq. (6.5.21a) is replaced by 

L'; ('I';,j) = (~~'I';,j)~; - (~~'I';,j) ~j 

with 

~ * = (1 - E f,j) ~; (1 + E r,j) ~; = ~ 0 _ ~x u. ~ 
x 2 + 2 x 2 E I,J xx 

(6.5.27) 

(6.5.28) 

where E r,j = sign (u;,j) = sign (~~ 'I';,j), and with an analogous definition for 
A *. L.l Y • 

~* = (1 - Ef,j)~; + (1 + Ef,j)~; = ~o _ ~y v.~ 
y 2 2 y 2 E I,J YY (6.5.29) 

where E~' = sign (v· .) = sign (_~0'l' .. ). i,l (,j x (,) 

As discussed in Chapter 2, such a discretization gives a diagonally dominant 
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matrix whatever the Reynolds number; however, the accuracy is only first 
order. Second-order accuracy can be recovered by using the correction tech­
nique described in Section 2.4. Equation (6.5.25a) is then replaced by 

[ L I ('I'~+]) _ V~] w'."+] = -A ('I'm+]) wm. 
h I.J Re I,J h I.J I,J 

with the operator Ah ('I' rt]) defined by 

Ah ('I'i,)) Wi,) = ~ ax €f,) Ui,) au Wi,) + ~ ay €f,) Vi,) ayy Wi,) 

+ c] au Wi,) + c2 ayy Wi,) 

c] = ~ ax2 cPu a~ Ui,) + k ax 3 Xu au Ui,) 

c2 = ~ ax2 cPv a~ Vi,) + k ax 3 Xv ayy Vi,) 

(6.5.30) 

(6.5.31) 

(6.5.32) 

If the centered approximation (6.5.22) is to be recovered at convergence, we 
must choose C] = C2 = 0 or 

cPu = Xu = cPv = Xv = 0 (6.5.33) 

This choice corresponds to the correction introduced by Dennis and Chang 
(1969) and used, in particular, by Veldman (1973) and Ta Phuoc Loc (1975), 

If an artificial viscosity is needed, the following choice can be made: 
,/,. - 2 -u o/u - - au €i,) with au = const > 0 and E f,) = sign (a~ Ui) 

(6.5.34) 

Xu = - 2 /3u E f,) with /3u = const > 0 and E f,) = sign (axx Ui,)) 

Analogous definitions hold for the quantity corresponding to the y direction. 
Let 

cPv = -2av Ef.) and Xv = -2/3v € f.) (6.5.35) 

One choice of the cP and X values is particularly interesting when re­
circulating flow in a cavity (see Fig. 6.5.2) is computed. With this choice, 
characterized by 

u= -1 v=O 
Ar----_r------1 B 

u=v=O u=v=O 

D u=v=O c Fig. 6.5.2 Flow in a cavity. 
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cf>u = -2 Er,j, Xu = 2 =u E .. 
',J 

(6.5.36) 
cf>v -2 El,j' 2 =v = Xv = E .. 

',J 

the values of vorticity on the wall do not appear in the approximation of V . V W 

at first points near the boundary. This fact avoids the divergence of the iterative 
procedure or the appearance of oscillations in the solution due to the very large 
values of the vorticity on the side AB and near the corners A and B. 

6.5.6 Approximation of the vorticity equation in conservative form 
The conservative form of the vorticity equation is 

V'2w 
V· (Vw) - Re = 0 (6.5.37) 

and its discretization is written 

- V'~w· . V'h'(VW)" - __ ',J = 0 
',J Re (6.5.38) 

Two types of approximation for the nonlinear term V· (V w) are generally 
considered. The first type of centered conservative differencing is defined by 

Vh(VW)i,j = d~(UW)i,j + d~(VW)i,j (6.5.39) 

The associated upwind differencing is 

VdVW)i,j = d;(UW)i,j + d;(VW)i,j 

with 

= d~(UW)i,j -1dx Er,j dxx(UW)i,j 

(6.5.40) 

(6.5.41) 

d; is analogous. Concerning the diagonal dominance of the matrix sa. = [al,m] 
associated with Eq. (6.5.38) it should be noted that the following inequality 
holds 

I: I 2: I al,m I :5 1 + 0 (Re dx 3) , 
1,1 m 

m*1 

The usual condition of diagonal dominance excludes the term O(Re dx 3). 

From a practical point of view, no divergence problems have been determined 
in applications of the method (Section 6.5.8). 

Note that the remark made at the end of the Section 6.5.5 concerning the 
flow in the driven cavity applies to the above conservative discretization, 
centered or not (Roux et aI., 1980). 

The general corrector term corresponding to Ah of the right-hand side of Eq. 
(6.5.30) is defined by 
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Ah('I'i,j)Wi,j = !~x Er,j ~xx(UW)i,j + !~y Ef.j ~yy(VW)i,j 

+ CI llxx Wi,j + Cz llyy Wi,j 
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(6.5.42) 

with C I and Cz given by Eq. (6.5.32) and with same choice for the coefficient 
4Ju, 4Jv, Xu, Xv ' 

The second centered discretization of the nonlinear term V ' (V w) is 

Vh , (V w)· . = ~ I (uw) . . + ~ I (vw)· . 
',J x ',J Y ',J 

where ~; and ~ ~ are defined by 

~ I+.. = fi+ I/Z,j - fi-I/2,j 
xJi,J ~x 

~ I+.. = fi.j+ I/Z - fi.j-I/z 
yJi,J ~y 

with 

fi+I/2,j = !(fi+I,j + fi,j), fi,j+I/2 = !V;,j+1 + fi,j) 

(6.5.43) 

An upwind differencing scheme for the conservation equation has been 
introduced by Runchal et al. (1967, 1969) and by Torrance (1968), It is more 
complicated than the upwind differencing of the first type but it has the advan­
tage of giving a diagonally dominant matrix. The construction is explained by 
considering the approximation of the derivative a(uw )jax: 

(
a(UW)) 

ax . . 
',J 

Ui+I/2,j Wi,j - Ui-I/2,j Wi-I,j 

~x 

Ui+I/2,j Wi+I,j - Ui-I/Z,j Wi,j 

~x 

(Ui+I,j - Ui-I,j) Wi,j 

2~x 

if Ui+I/Z,j ~ 0 and Ui-I/Z,j ~ 0 

if Ui+I/2,j < 0 and Ui-I/2,j < 0 

if Ui+I/Z,j ~ 0 and Ui-I/Z,j < 0 

Ui+I/2,j Wi+I,j - Ui-I/Z,j Wi-I,j 
~x ' if Ui+I/Z,j < 0 and Ui-I/Z,j ~ 0 

The last two differencing formulas are consistent only if I U I is sufficiently near 
zero to be neglected (that is possible since U changes sign). 

With an analogous definition for the approximation of the derivative 
a(vw)/ ay, the discretization of V, (V w) can be written in condensed form: 

Vh'(VW)i,j = ~;(UW)i,j - !~x ~;(Er.jUi,j ~;Wi) 
+ ~~(VW)i,j - !~y ~~(Ef,jVi,j ~~Wi) 

(6.5.44) 

The corrector operator Ah is defined by the following expression: 
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(6.5.45) 

with C1 and C2 given by Eq. (6.5.32). 
Finally, note that the addition of the viscosity term C1 Axx Wi,j + C2 Ayy Wi.j 

destroys the conservative character of the schemes. 
In Section 6.5.8, results obtained by the various schemes listed above are 

discussed. Critical evaluation of the above centered and noncentered schemes, 
as well as other upwind schemes ("upstream-weighted schemes," Raithby and 
Torrance, 1974; "skew-upstream schemes," Raithby, 1976a) can be found in 
papers by Torrance (1968), Runchal (1972), De Yahl Davis and Mallinson 
(1976), and Raithby (1976b). 

6.5.7 The unsteady equations 
The unsteady equations 

iJw V2w 
-+v'Vw--=o at Re 

V2qr + W = 0 

(6.5.46) 

(6.5.47) 

can be solved by a variety of numerical methods adapted to parabolic equa­
tions. However, whatever the method, a solution of a Poisson equation (for the 
stream function) has to be performed at each time step. Explicit schemes 
deduced from those presented in Chapter 2 can be used (Fromm, 1964, 1969; 
Thoman and Szewszyk, 1969). However, as was already mentioned, the use 
of implicit schemes are generally preferable and among them the alternating­
direction-implicit method (AD!) presents the following advantages: 

(i) Second-order accuracy in time and space. 

(ii) Good stability properties. 

(iii) Easy solution by inversion of tridiagonal matrices. 

The AD! method and its properties have been described in Chapter 2 as well 
as in the present chapter. Here, we present the iterative procedure needed to 
solve the problem. 

Let us assume that Eq. (6.5.46) is approximated with the scheme defined by 
Eqs. (2.8.4) of Chapter 2 wherej, A, and B are, respectively, replaced by w, 
U, and v. For the various parameters appearing in Eqs. (2.8.4), the following 
choices have been made: 

Co = ~, CI = C2 = 0, 

Co = 0, CI = C2 = -!, 
'Yo = L 'YI = 'Y2 = ° (Pearson, 1966) 

'Yo = 0, 'YI = 'Y2 = -! (Briley, 1971) 

Co = !, CI = C2 = 0, 'Yo = !, 'YI = 'Y2 = 0 (Aziz and Hellums, 
1967) 

The AD! scheme associated with Eqs. (6.5.46) and (6.5.47) can be written in 
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symbolic fonn 

Al (u'.'+') (i) . . + M, (v'.'-J:-') wI.'· = 0 !,J !,J !,J !,J 

A2 (u'.'-J:-') w'.'-J:-' + M2 (v'.'+') (i) . . = 0 !,J !,J !,J !,J 
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(6.5.48a) 

(6.5.48b) 

(6.5.49a) 

(6.5.49b) 

Note the apparent dependence of the finite-difference operator A, (u 7,j'), 
MI (v7,j'), etc., on the solution at time n+I, depending on the choice of the 
approximation for the velocity components as mentioned above. 

Let us assume that the solution is detennined in a square domain 
n, 0 < x < 1,0 < Y < 1, discretized in nh with Xi = i ax, Yj = jay, 
i ,j = 1, ... , N, with the initial condition 

V(x,y,O) = Vo(x,y) 

and the boundary conditions 

'I'(x,y,t) =j(x,y,t) 

a'l' 
aN (x , y , t) = g (x , y , t) 

(x,y) En 

(x,y) E r 

From (6.5.50) we can derive the initial condition for w 

w(x,y,O) = wo(x,y) 

(6.5.50) 

(6.5.5Ia) 

(6.5.5Ib) 

(6.5.5Ic) 

With Eq. (6.5.49) are associated the Dirichlet conditions (6.5.5Ia). On the 
other hand, the solution of (6.5.48a) requires knowledge of (i)i,j on the bound­
aries x = 0 and x = 1 and the solution of (6.5.48b) for w7,j' on the boundaries 
y = 0 and y = 1. For these we may use one of the techniques developed in 
Section 6.5.3. The resulting fonnula is symbolically written 

w7,t' = F(w7,t l , 'l'7,t') == F3+' 
(6.5.52) 

wherej = 0 denotes y = 0 andj = N + 1 denotes y = 1. 
For obtaining the intennediate values of W;,j on the boundaries, the more 

accurate way is to use fonnula (2.8.5), when possible; i.e., when the approx­
imations of u in both steps are identical. Assuming this, we obtain 

__ w7,j'+w7,j at[( ao __ I_a) n+1 
Wi,j - 2 + 4 V2 Y Re yy w i,j 

- (v, a~ - ;e ayy ) w7,j] (6.5.53) 

for i = 0 (x = 0) and i = N + 1 (x = 1). VI and V2 are approximations to v 
as explained in Section 2.8.2. In (6.5.53) noncentered differences can be used 
near the comers to avoid the need of w at these points. 
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We note that when Eq. (6.5.53) does not hold, the simple way to define the 
vorticity on the boundary, which gives sufficiently accurate results (Bontoux, 
1978), is 

_ _ 1 (n+l n ) 
Wi,j - 2: Wi,j + Wi,j (6.5.54) 

In Eqs. (6.5.53) or (6.5.54) W;,j and W;,~1 on the boundary are given by 
formulas analogous to (6.5.52). Therefore, we can write in symbolic form 

- - G (n+l n) - G n+l 
Wo,j - Wl,j, Wl,j = 0 

- G ( n+ 1 n) G n+ 1 
WN+l,j = WN,j' WN,j == N+l 

(6.5.55) 

Taking into account all the formulas, the iterative solution of the problem is 
h ;: 11' K' n n n hI' n+ 1 n+ 1 n+ 1 ' t e 10 owmg one, nowmg u i,j, V i,j, W i,j, t e so utlOn U i,j , V i,j , W i,j IS 

determined by way of the iteration procedure characterized with the index m: 

1. Equations (6,5.48a) and (6.5,55) give w7.;I: 

Al (un+\,m)w m+1 + Ml(V~+I,m)w~ = 0 
t,] t,] t,] t,] 

_m+l _ G n+1,m + (1 _ )_m 
W O,j - Y 0 Y W O,j 

_m+l G n+1,m+(1 )_m 1 N 
WN+l,j = Y N+l - Y WN+l,j, j = , ... , 

2, Equations (6.5.48b) and (6.5.52) give w~,jl,m+l: 

A ( n+\,m) n+l,m+l + M ( n+l,m) - m+l = 0 
2 U i,j W i,j 2 V i,j W i,j 

n+l,m+1 _ F n+1,m + (1 _ ) n+l,m 
Wi,O - Y 0 Y Wi,O 

W~t~f+l = yF'N~li'm + (1 - y)w7,t~f i = 1, ... , N 

3. Equations (6.5.49a) and (6.5.51a) give "';,~I,m+l 
ti2 "T,n+l,m+l _ _ n+l,m+l 
V h 't" i,j - W i,j 

'I'~+I,m+l = f~+1 
I,) I,) , 

4. Equations (6.5 .49b) give u ;,~I,m+l : 

u n+\,m+l = aa o 'I'~+I,m+l + (1 _ a)u~+1,m 
t,] y t,] t,] 

v n
t',+]l,m+l = -aa ° 'I'~+I,m+l + (1 - a)v~+I,m 

x t,] t,] 

(6.5.56a) 

(6.5.56b) 

(6.5.57) 

(6.5.58) 

In (6.5.56) and (6.5.58), yand a are parameters of relaxation (O<y, a:51). 

Note that Step 4 does not exist if u and v are evaluated in (6.5.56) by using only 
values at previous times as Briley (1971) did. Also it is not really necessary to 
solve exactly system (6.5.57) at each global iteration. In the case where an 
iterative technique is used to solve this system, only a few iterations can be 
performed at each global iteration. 

Generally, the iterative procedure is initialized by using the values at level 
n. Another approach could be to use an extrapolation from the values at nand 
n -1. Such an initialization is efficient if the solution is really unsteady, but it 
has been found to become less and less efficient as the steady solution is 
reached. 
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We refer to Bontoux et al. (1980) for the questions of stability associated 
with the treatment of the boundary conditions in ADI methods. They found a 
restriction on the time step of the type !J.t / !J.x 2 < a where a depends on the 
Reynolds number. A similar limitation was found (Section 6.2.6.3) for the 
ADI method applied to the velocity-pressure formulation. 

The use of an ADI technique for the conservative form of the vorticity 
equation can be considered. Schemes with first-order accuracy in time (u and 
v at each time step evaluated at level n) have been used, for example, by 
Torrance (1968), Ta Phuoc Loc (1980). Results concerning second-order­
accurate schemes are given in Section 6.6.2. Finally, upwind noncentered 
schemes, with or without a corrector term (Sections 2.4 and 6.5.5), can also 
be used in association with ADI techniques (Bonnet and Alziary de Roquefort, 
1976; Alziary de Roquefort and Grillaud, 1978). 

6.6 Example Solutions for Stream-Function Vorticity 
Formulation 

6.6.1 Steady flow in a square cavity 
For several years, steady flow in a square cavity has become a popular 

example for testing and comparing numerical methods. In most of the works 
(e.g., Burggraf, 1966; Greenspan, 1969; Fortin et al., 1971; Roache, 1975; De 
Vahl Davis and Mallinson, 1976; Rubin and Khosla, 1977; Gupta and Mano­
har, 1979), the fluid velocity is zero on three sides of the square and is tangent 
to the fourth side with a constant value equal to 1. Because of the discontinuity 
of the velocity at the corner, the solution of the Navier-Stokes equations is 
singular at these points (the vorticity becomes infinite). As a matter of fact, it 
is difficult to measure with precision the effect of a singularity on ~e accuracy 
of the solution. This is particularly true when the mesh is refined so that the 
computation points are drawn nearer and nearer to the corners even if the values 
of the vorticity at these points are not involved in the numerical scheme as is 
usual for finite-difference approximations. 

Here we consider a regular solution of the Navier-Stokes equations which 
is the cavity flow (Fig. 6.6.1) proposed by Bourcier and Fran~ois (1969), in 
which the velocity u on the side AB is no longer a constant but is defined by 

u(x) = -16 x 2 (1-X)2 

so that u(O) = u(1) = u '(0) = u '(1) = O. In terms of the stream function'l', 
the boundary conditions are 

a'l' 
'I' = 0, - = -16x2(1-x)2 

ay 
onAB 

'I' = 0, a'l' = 0 
aN onBC, CD, DA 



u= 
A 

y=1 

u=O 
v=O 

y=O 
DX=O 

2 2 -16x (I-x) 
v=O 

N. S. 

EQUATIONS 

u=O 
V=O 

B 

u=O 
v=O 

x=1 C 

Fig. 6.6.1 Geometry and boundary conditions for example. 

Fig. 6.6.2 Streamlines for flow in cavity, Re = 400. 
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Fig. 6.6.3 Constant-vorticity lines for cavity flow, Re = 400. 

where N is the unit normal to the boundary. 
Computations have been performed with the iterative method described in 

Sections 6.5.4 and 6.5.5, and two types of results are compared here. The first 
results were obtained by varying the form (conservative or not) of the vorticity 
equation and the discretization of the nonlinear term. The first-order formula 
(6.5.10) was used for the boundary vorticity. The second set of results were 
obtained by varying the treatment of the boundary conditions for the vorticity. 
In this part, the computations were performed with the corrected, second-order 
accurate, scheme deduced from (6.5.40) and (6.5.42) with C1 = Cz = O. 

In order to illustrate the flow patterns, the streamlines and isovorticity lines 
for a case Re = 400 are displayed in Figs. 6.6.2 and 6.6.3. These contour 
maps correspond to results obtained for the mesh Llx = Lly = 1/20, with the 
conservative form of the vorticity equation discretized by the second-order 
accurate scheme (6.5.40), (6.5.42), and C1 = Cz = 0; the vorticity at the 
boundary was computed from the first-order formula (6.5.10). 
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Results for Re = 400, ~x = ~y = 1/20 are presented in Table 6.6.1 giv­
ing the maximal value of the stream function qt; the averaged value of the 
vorticity won the side AB (total shear force), the integral being evaluated by 
means of the trapezoidal rule with w(O, 1) = w(l, 1) = 0; and the maximal 
value of the velocity component u (0.5, y ). Results of Runs 1-9 are for various 
schemes with formula (6.5.10) for the boundary vorticity. The accuracy of 
these results can be measured by comparing them to those given by a fourth­
order accurate Hermitian method (Bontoux et al., 1978) taken here as a refer­
ence result (Run 10). Figure 6.6.4 illustrates the difference between results 
given by various schemes for the velocity u(0.5,y). 

As can be observed for the present problem, and more generally in several 
comparison tests (e.g., Rubin and Khosla, 1977), the use of the conservative 
form of the equations leads to more accurate results than the nonconservative 
form. Moreover, the centered discretization of the type (6.5.39) (Run 6) (the 
scheme of run 6 becomes (6.5.39) at convergence) seems preferable to the 
discretization of the type (6.5.43) (Run 9) (the scheme of run 9 becomes 
(6.5.43) at convergence) as long as the average values of w on AB are not 
considered. It should be noted that such values are of weak significance be­
cause w largely varies between negative and positive values (-5.0 to 25.0). 

The results shown in Table 6.6.1 (Runs 1-9) correspond to the criterion of 
convergence Max(R~, R~») < 10-5 (see Section 6.5.4), then Max(R~,R~») 
< 6 X 10-5• They were obtained by starting the iterative procedure [with 
a=l, {3 = 'Y = 0.5 as relaxation parameters defined in Eqs. (6.5.24) and 
(6.5.26)] using the results for Re = 100 as an initial condition. For that 
reason, no precise information about the speed of convergence is given, except 
that the use of the conservative form of the vorticity equation leads to the best 
convergence; this superiority is generally observed in comparison tests for 
other problems as well. 

An estimation of the cost of such an iterative method is given by the case 
with Re = 100, ~x = ~y = 1/20 (Run 11 in Table 6.6.2). The use of the 
corrected scheme, defined by (6.5.40) and (6.5.42) with C) = C2 = 0 and 
a = 1, {3 = 0.5 as relaxation parameters [Eqs. (6.5.24) and (6.5.26)] associ­
ated with the boundary vorticity formula (6.5.10) and 'Y = 0.5 [Eq. (6.5.26)], 
requires 138 global iterations to obtain a degree of convergence characterized 
by the following quantities (see Section 6.5.4): 

R~ = 8 X 10-6, R~) = 6 x 10-4, R~ = 10-4, R~) = 5 x 10-5, 

R~) = 2 + 10-6, R~) = 1.6 x 10-4, R~) = 3 X 10-6 

R~) = 2 X 10-4 , R~) = 2 X 10-3, R~) = 5 X 10-3 

At each global iteration, the linear equations are solved by the successive 
relaxation method with the relaxation parameters equal to 1.5 for the qt equa­
tion and to 1.0 for the w equation. Because these equations are solved approx­
imately (the relaxation solution is stopped when the difference between two 
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Fig. 6.6.4 Velocity u on the line x = 0.5, Re = 400. 

iterated values is less than 10-2) at each global iteration, the complete computa­
tion effort to reach the final convergence is better measured by the total number 
of Gauss-Seidel type sweeps (144 sweeps for the -qr equation and 737 for the 
w equation). The CPU time was 18 s on a IBM 3033. 

Using the scheme just mentioned with the same relaxation parameters, we 
next make a comparison of some of the techniques described in Section 6,5.3 
for handling the vorticity at a boundary. Recall that such a scheme yields 
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centered differencing (6.5.39) when the convergence is reached. The com­
parison is conducted for the case Re = 100 and for two mesh sizes: 
ax = ay = 1/10 and ax = ay = 1/20. Runs 11-16 (Table 6.6.2) were 
computed using first- and second-order formulas for the boundary vorticity. 
Results for Runs 17-20 were obtained (Cea et al., 1981) by using Green's 
formula (6.5.18) with 'Y = 8 as a convergence parameter [Eq. (6.5.19)]' In 
this case, the domain 0' is either 0 itself or a ring (Fig. 6.6.5) defined by 
0' = {(Xl. X2), (Yh Y2)}. The integrals involved are evaluated by means of the 
trapezoidal rule associated with a centered differencing of a 'I' / aN on f'. The 
results are compared to those given by fourth-order-accurate Hermitian meth­
ods (Runs 22 and 23) applied to the stream-function vorticity equations (Bon­
toux et aI., 1978) or to the velocity-pressure equations (Elsaesser and Peyret, 
1979). 

In the present case of a rather small Reynolds number (Re = 100), the 
variation of the vorticity w along the side AB (Fig. 6.6.1) lies between -1.50 
and 13.31, so that its averaged value as well as its maximal value on AB are 
more significant than they would be for Re = 400. 

From various results shown in Table 6.6.2, it is observed that the second­
order formulas (6.5.11), (6.5.12), and Green's formula (6.5.18) give compara­
ble results. However, it is important to note that results obtained from Green's 
formula depend on the manner in which the integrals are evaluated. The same 
conclusion concerning the accuracy of formula (6.5.11) wa~ drawn by Gupta 
and Manohar (1979) for the case of the driven cavity flow with u (x, 1) = -1. 
However, these authors found that Wood's formula (6.5.12) was not very 
accurate and furnished overestimated values of the maximum stream function 
and vorticity on AB. That is not the case here and in other works (Roache, 
1975; Dennis et aI., 1979). 

Also observe that the speed of convergence resulting from the various 

r 
y=l 

yz 
r' 

n' 

YI 

y=O 
x=O 

xl Xz 
x=l 

Fig. 6.6.5 Defined area fl' for Green's formula. 
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treatments of the boundary vorticity is similar (the use of the Green's formula 
is the most consuming in computer time). Such a conclusion cannot be general, 
however, since it depends on several factors, in particular, on the values of the 
Reynolds number, the relaxation parameter 'Y, or the manner in which the linear 
equations are solved at each global iteration. Gupta and Manohar (1979) have 
found that the second-order formula (6.5.11) was the most expensive in terms 
of the number of iterations needed to reach convergence. 

Finally, we point out that no comparison has been made between the 
efficiency of the iterative method employed for the present example and the 
ADI technique [Eqs. (6.5.4) and (6.5.5)]' It is possible that such an AD! 
method leads to faster convergence toward the final state if the parameters fl.t 
and a are changed according to the rule of optimal parameters (Wachspress, 
1966). 

6.6.2 Unsteady flow around a circular cylinder 
As an example of the computation of unsteady flow using the stream­

function vorticity formulation, we now present results obtained by Ta Phuoc 
Loc (1980) which display the generation of secondary vortices in starting a flow 
around a circular cylinder. The numerical method employed makes use of the 
ADI technique described in Sections 6.5.2 and 6.5.7 associated with a fourth­
order Hermitian approximation of the stream-function equation. 

The configuration in the physical plane is sketched in Fig. 6.6.6. At time 
t < 0, a circular cylinder of radius a is located in a fluid at rest. At time t ~ 0, 
a uniform velocity U", is applied to the fluid at infinity. The unsteady 
Navier-Stokes equations are solved in the infinite domain exterior to the 
boundary r, with no slip on r and uniform-flow conditions at infinity. More­
over, the flow is assumed to remain symmetrical with respect to the direction 
of the oncoming flow. 

The difficulty in the problem is the unboundedness of the physical domain. 
Such a difficulty is common to many types of flows, for example, the case of 
channel flows which was considered in Section 6.4 using the velocity-pressure 
formulation. We refer also to Chapters 10 and 11 for a general discussion of 
the problem with application to compressible flows. In the present case, the 
problem is resolved by introducing new coordinates g, 1/ by the transformation 

Fig. 6.6.6 Physical geometry. 
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r = ae"'~, 6 = 7TTJ (6.6.1) 

so that the resulting equations have to be solved in the half-strip 0 s ~ < 00, 

Os TJ < 1 (Fig. 6.6.7). In fact, the domain is limited to a finite distance ~'" 
and suitable boundary conditions are imposed at ~ = ~"'. 

Ta Phuoc Loc (1980) assumes the flow to be inviscid potential at ~ = ~"'. 
This assumption limits the calculation to the first stage of the flow, i.e., before 
the vorticity created by the body has reached the external boundary. The 
symmetry hypothesis can also impose a time limitation on the possible growth 
of the perturbations inducing oscillations of the wake. Obviously, this last 
limitation could be avoided by relaxing the symmetry condition. The first 
limitation could be avoided by applying a condition representing convection of 
vorticity w through a part of the downstream limit, i.e., say 

aw 
-+V·Vw=O at at ~ = ~oo, 60 S 6 S 21T - 60 (6.6.2) 

An equation similar to (6.6.2), but with the vorticity w replaced by the normal 
derivative of the stream function a'l' / a~, could be used as a time-dependent 
boundary condition for '1'. Such conditions (with V replaced by Voo) were 
successfully applied by Lugt and Haussling (1974) for unsteady computations 
around an elliptic cylinder at incidence. 

Note that in steady-flow computations the conditions a2w/ ae = a2'1' / ae 
= 0 are frequently used with success. However, it must be pointed out that the 
most satisfactory method, but not the easiest to implement, is the use of an 
asymptotic solution valid at large distance as Takami and Keller (1969) did for 

n 

1~----------------~r------------

oL-----------------~--------~ 

Fig. 6.6.7 Computation domain. 
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low-Reynolds-number steady flow around a circular cylinder. Unknowns in­
volved in the asymptotic behavior are related to the drag and determined as a 
part of the solution by means of an iterative procedure. 

In addition to the transformation of coordinates (6.6.1), the variables are 
made dimensionless by means of the characteristic quantities: Uoo/a for time, 
Ua>a for the stream function, and a/Ua> for the vorticity. The equations of 
motion are then 

ow + o(Uw) + o(Vw) _ ~ (o2W + o2W) = 0 
g at o1J o~ Re o1J2 o~2 

02'1' 02'1' 
01J2 + oe + gw = 0 

where Re = 2 aUa>/v, g = 7T2e21Te, and 

v = _ 0'1' 
o1J 

(6.6.3) 

(6.6.4) 

(6.6.5) 

These equations are solved in the domain 0 < ~ < ~oo, 0 < 1J < 1 with the 
initial condition V(~, 1J, 0) = 0; therefore w(~, 1J, 0) = 0 and the boundary 
conditions 

(6.6.6) 

(6.6.7) 

and with the symmetry condition 

'I'=w=o on 1J = 0 and 1J = 1, 0:5 ~ :5 ~oo (6.6.8) 

The computational domain is discretized according to ~i = i d~, 1Jj = j dy 
(i ,j = 0, . . . ,N + 1). The numerical solution at point ~j, TJj and time 
tn = n dt is denoted by 'I' ~,j, w ~,j. The equation of vorticity (6.6.3) is dis­
cretized by means of an AD! scheme similar to (6.5.4a) and (6.5.4b), except 
that the nonlinear terms are considered in conservative form. 

At the first step, the 1J derivatives are evaluated implicitly and the quantity 
U involved in the approximation of a(Uw)/OTJ was defined in three different 
ways 

Scheme 1: U == Un 
Scheme 2: U == ! (3 Un - Un-I) 

Scheme 3: U == !(Un+l + Un) 

At the second-step, the ~ derivatives are evaluated implicitly. The quantity V 
in a(Vw)/O~ is defined according to the above three schemes. Scheme 1 is 
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first-order accurate in time and Schemes 2 and 3 are second-order accurate. The 
discretized boundary conditions are deduced from (6.6.6)-(6.6.8) with the use 
of the second-order formula (6.5.12) to determine the vorticity on the body. 
The value of the stream function appearing in this formula is considered at level 
n for schemes 1 and 2 and n + 1 for scheme 3. 

The calculation of the stream function 'I' ~,~ 1 is carried out by means of a 
fourth-order Hermitian approximation of Eq. (6.6.4) associated with an AD! 
iterative procedure. The unknowns are then the values of 'I' ~,~l and derivatives 
UP'I' / a",,2) ~,~l , (a2'1' / ag2) ~,~l which will be denoted below without the super­
script n + 1 for the sake of simplicity. Let m be the index of iteration in the AD! 
procedure. The first step is written 

.i. (a2q1) .T. m (a2'1') n+ 1 Am 'J:i,j - iJ2 .. = Am 'J: i,j + ac2 .. + giWi,j 
"" I,j ~ I,j 

(6.6.9a) 

12 (- - -) [(a2q1) (a2q1) !l 2 'l'i,j+i - 2'1' i,j + 'l'i,j-i - iJ2.. + 10 iJ2 .. 
"" "" I,j+i "" I,j 

(a2ir) ] + - =0 
a",,2 i,j-i 

(6.6.9b) 

The second step is 

( a2'1')m+i 
JLm 'I'~;l - ae i,j (6.6.10a) 

+ (a2~)m+l ] = 0 
ag i-i,j 

(6.6.1Ob) 

At each step, the above equations lead to the solution of a 2 x 2 block 
tridiagonal system that can be reduced to a simple tridiagonal system for the 
values of the stream function by eliminating the second-order derivatives as 
mentioned in Section 2.5.1. Boundary conditions associated with the first step 
are qli,j = (a2q1 Ja",,2)i,j = 0 deduced from the symmetry conditions (6.6.8) 
and from Eq. (6.6.6). At the second step, the boundary values of 'I'~;l and 
(a2'1' / ae) ~;l are deduced from (6.6.6) and (6.6.7). The parameters Am and JLm 
in Eqs. (6.6.9) and (6.6.10) are chosen according to the formulas given by 
Wachspress (1966). 

Finally U~+l = (a'l'/aC)~+l and V~+·l = - (a'l'/a'YI)~+·l are determined 
'I,j ~ I,j I,j " I.j 

from the values of 'I'~,~l by means of Hermitian formulas of the type (2.5.9). 
In the case of Schemes 1 and 2, the vorticity and the stream function are 

computed one after the other successively. Once W~,~l has been determined, 
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eight iterations of the AD! procedure (6.6.9) and (6.6.10) are necessary to 
obtain convergence defined by a difference less than 10-5• For Scheme 3, the 
solution of (J) and 'I' is coupled and is obtained by using an iterative procedure. 
In fact, this procedure is included in the AD! solution of 'l't/ ; i.e., the values 
of Un+1 and Vn+1 are re-evaluated each four iterations of the ADI procedure 
(6.6.9) and (6.6.10). 

Figure 6.6.8 shows the distribution of vorticity on the cylinder for Schemes 
1, 2, and 3 in the case where Re = 300, ~oo = 0.954 (therefore roo = 20 a), 
a~ = 0.954/40, aTJ = 1/40, and at = 0.05. Note that in the front of the 
cylinder the differences are indistinguishable in the scale of the figure; these 
differences are not large on the remainder of the body and tend to diminish as 
time is increased. 

However, a conclusion concerning the similarity between results given by 
the first-order and second-order-accurate schemes cannot be extended to any 
flow and is mainly related to the size of the truncation error with respect to 
time. 

Figure 6.6.9 is relative to the case Re = 550, with ~oo = 0.954, 

w 

40 

20 

-20 

60 

.. SCHEME 1 

·SCHEME 2 

°SCHEME 3 

9' 

Fig. 6.6.8 Distribution of vorticity on cylinder surface, Re = 300; A€ = 0.954/40, A1/ = 1140, 
At = 0.05; A, scheme 1; e, scheme 2; D, scheme 3. (Courtesy of Ta Phuoc Loc.) 



212 6 Finite-Difference Solution of the Navier-Stokes Equations 

Fig. 6.6.9 Comparison of experimental (Coutanceau and Bouard, 1979) and computed streamline 
results at t = 5.0, Re = 550. (Courtesy of M. Coutanceau and R. Bouard, and Ta Phuoc Loc .) 

1:1~ = 0.954/50, 1:11] = 1/50, and I:1t = 0.04. The CPU time on UNIVAC 
1110 is 1.50 s for each time step. The figure shows a comparison of computed 
instantaneous streamlines at t = 5 (from Scheme 1) and experimental visual­
ization obtained by Coutanceau and Bouard (1979) . The presence of a second­
ary vortex is evident and can be considered as an illustration of the ability of 
numerical methods to describe the details of complex unsteady flows . 
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CHAPTER 7 

Finite-Element Methods Applied to Incompressible 
Flows 

The solution of two-dimensional flow problems by finite-element methods can 
employ either the stream-function vorticity or the primitive-variable formu­
lations along with least-squares or Galerkin techniques. The number of possi­
ble combinations including element geometry, function approximations, and 
formulation become extremely large. As a result, it is difficult to assimilate and 
review all these approaches as they appear'in the literature. Baker and Soliman 
(1979), Baker (1979),Giraut and Raviart (1979), and Thomasset (1981), as 
well as Chung (1978), provide recent compilations of progress in the 
finite-element field for the reader interested in full details. In the following 
discussion we have attempted to reduce the detail and outline the essential 
points significant in applying the finite-element method. In the research on 
finite elements a number of facts are beginning to become apparent. The first 
is that the primitive-variable formulation is preferable to the stream-function 
vorticity approach in terms of efficiency and ease of application. For inviscid 
flows the reason is clear because of the lower order of differentiation required 
in the primitive-variable formulation compared to the stream-function ap­
proach. For viscous flows the reason appears to be difficulty in satisfying 
vorticity boundary conditions. Hutton (1975), for example, pointed out that the 
time required to iterate a solution to convergence was disappointing compared 
to the time required to solve a problem by the pressure-velocity formulation. 
In fact, Hutton recommended giving up the stream-function vorticity approach 
in favor of the pressure-velocity solution method. 

Other aspects of finite elements can be anticipated by analogy with finite 
differences. For example, one can expect that standard finite-element approx­
imations will behave similar to centered approximations in finite differences. 
As a result one can expect the finite-element approach to encounter difficulty 
with inviscid or strongly inertia-dominated flows. Most solutions in the litera­
ture for the Navier-Stokes equations are demonstrated for Reynolds numbers 
less than 1000. To push the solutions beyond this limit introduces very-small­
element requirements or upwind finite-element approximation. Other aspects 
evolving in the field are (1) the least-squares approach which seems to be more 
stable than the Galerkin technique for the nonlinear problems (Fletcher, 1976); 
(2) rectangular elements which yield more efficient solutions than triangular 
elements for both linear and quadratic shape functions; and (3) the quadratic 
shape function with the rectangular element of the Serendipity family which 
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yields results with half the error of linear triangular elements. For the reader 
unfamiliar with the Serendipity quadratic nomenclature it refers simply to the 
rectangular element with eight nodes as shown in Fig. 7.1 *. The shape func­
tions for the corner nodes have the form 

N; = ! (1 + ~9)(1 + 7171i)(~~i + 7171i - 1) 

and for the midside nodes 

Ni = !( 1 - ~2)(1 + 7171i) 

Ni = !(1 + ~9)(1 - 71 2), 

at 9 = 0 

at 71i = 0 

(7.1) 

(7.2) 

(7.3) 

Note that ~i and 71i take on the values ( -1, 0, 1) depending on the nodal point. 
In addition to the above findings, Fletcher found that when numerically evalu­
ating the integrals involving shape functions, such as fINi~ d.x dy, equally 
accurate results could be obtained by reducing the accuracy of the quadrature 
formulas which produces as much as a factor of 10 reduction in computer time. 

One further point to be noted in the finite-element approach is that some type 
of artificial viscosity may have to be used to stabilize the solution of inviscid 
flow problems. One-sided approximations may be introduced to accomplish 
this. Gresho and Lee (1980), however, indicate that this approach requires 
great caution due to accuracy questions. Also, using an unsteady formulation 
and relaxing the solution to a steady state can be useful instead of trying to 
develop iterative or relaxation techniques to solve the algebraic equations 

__ --------~.-----------.~= 1 
~= 1 

Fig. 7.1 Nonnalized finite-element coordinates. 

*Quadratic isoparametric elements like this one can be distorted into curved quadrilateral elements 
and allow to handle domain with arbitrary shape. 
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obtained from the steady formulation. Fletcher (1977) found it necessary to 
employ a least-squares formulation of finite elements in place of the Galerkin 
formulation for an inviscid flow in order to avoid an unstable iterative solution 
of the algebraic equations. 

By examing the available literature on finite elements, it appears that the 
most practical way to attack a finite-element solution is 

(a) Use a primitive-variable formulation. 
(b) Use unsteady relaxation to solve the equations. 
(c) Employ a quadratic shape function. 
(d) Use rectangular or quadrilateral elements when possible. 
(e) Use simplified numerical integration when possible. 

These rules should not be considered absolute, but they are offered as a guide 
to the reader. The field is rapidly changing and new knowledge is becoming 
available which may modify these recommendations. 

In the solutions of incompressible flows, both the least-squares approach and 
Galerkin scheme are being employed. The approach for including the pressure 
in each of the calculations varies. Some try to avoid the problem by utilizing 
the stream-function-vorticity formulation while others introduce the penalty 
function approach discussed earlier (Section 6.3.4). The most recent finding, 
by Gresho et al. (1979), Bercovier and Pironneau (1979), Glowinski and 
Pironneau (1979), indicate that if the pressure is included in a Galerkin formu­
lation the most success is obtained if use is made of a pressure shape function 
one order lower than the velocity shape function, the velocity shape functions 
to weight the momentum equations, and the pressure shape functions to weight 
the continuity equation. 

7.1 The Galerkin Approach 

If we integrate most of the findings noted above into a Galerkin finite-element 
scheme, we would begin with expansions of the form 

N 

U = 2: uj(t)Fj(x, y) 
j=\ 

N 

V = 2: vj(t)Fj(x, y) 
j=i 

N 

P = 2: Pj(t)Gj(x, y) 
j=i 

(7. l. la) 

(7.l.1b) 

(7.l.1c) 

Next, these expansions would be used with the primitive-variable Galerkin 
formulation in the form 
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f (au + u au + V au)F- dx dy = 
Jo at ax ay j 

- f rip F- dx dy + _1 f V2u· F- dxdy (7 1 2) 
Jo ax j Re Jo j • • 

f (av + u av + V av)F-dxdY = 
Jo at ax ay j 

-f rip Fjdxdy + Rl f V2v ·Fj dxdy (7.l.3) 
Jo ay eJo 

Io (: + ~)Gj dx dy = 0 (7.l.4) 

Applying the divergence theorem to the right-hand side of (7.1.2), (7.1.3) and 
introducing the expansions for u, V and p, one obtains the finite-element 
equations: 

dUi 1 A-. - + (B . + C. ·)u· + D ·v· + K p. = F- + ds !,j dt !,j !,j! !,j ! !,J! r jJx (7.l.5) 

(7.l.6) 

K ,u, + L· ·v· = 0 l,J l l,] I (7.l. 7) 

where 

L- . = -j G· dx dy 1 aF-
!,j 0 ay! , .f, = n -p + 2 - - + n - - + -( 1 av) 1 (au av) 

Y Y Re ay x Re ay ax 

These equations represent the standard Galerkin finite-element equations. 
Their solution can be developed by predictor-corrector techniques. Because of 
the continuity equation, the predictor can be explicit in time but the corrector 
must be implicit. The primary difficulty is in solving the implicit equations. 
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Gresho et al. (1979) solved thIs set of equations for flow past a cylinder at a 
Reynolds number of 110 by employing an Adams-Bashforth predictor. 

yn+1 = yn + l1tn [(2 + l1tn) hn _ l1tn hn-I] 
2 l1tn-1 l1tn-1 

(7.1.8) 

and a modified Euler corrector 

hn + hn+' yn+1 = yn + l1tn 2 (7.1.9) 

where y is either Ui or Vi and h the nonderivative terms. These are applied to 
Eqs. (7.1.5)-(7.1.6). The resulting corrector equations were solved by a one­
step Newton iteration along with the continuity equation to obtain ur+ ' , vr+ ' , 
and p7+ I . Gresho et al. generously supplied us with the streamline results from 
their calculations which is shown in Fig. 7.1.1. For the calculation, a nine-node 
biquadratic velocity and a four-node bilinear pressure element was employed 
with the mesh shown in Fig. 7. 1.2. The mesh contained 196 elements and 850 
nodes. The boundary conditions are also shown in Fig. 7 .1.2a. Note that!n and 
!T are defined as * 

1 aUn 
f, = -p + 2--

n Re an 

f = _1 (aun + aUT) 
T Re aT an 

where nand T denote normal and tangential quantities, respectively. These 
results demonstrate the general Galerkin approach. There are other in­
vestigations where results for flow past cavities, steps, and cylinders are 
presented for Reynolds numbers of about 100. We will not attempt to review 
them since no significant advance or improvement in calculational ability can 
be demonstrated at this time. However, there is one area of finite-element work 
where significant advances have been seen. This is in the area of least-squares 
finite-element application. The approach that has been developed to an ad­
vanced stage can only be outlined here since the mathematics employed are 
quite complex. 

7.2 The Least-Squares Approach 

The least-squares finite-element approach has been developed by a team of 
scientists in France: Glowinski and Pironneau (1979), Bristeau et aI, (1978, 
1979, 1980). Here we attempt to outline the method without details. Consider 
the unsteady Navier-Stokes equations 

*n is used to denote the normal to remain consistent with Gresho's work. 



- ----- . . .. .. --_._. _ ..... -
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-_.... .. - .. .. _ ... _ .... ,---, ... . .. . 

(b) 

(c) 

(d) 

Fig. 7.1 .1 Streamlines for vortex shedding flow past a cylinder at Re = 110. (Courtesy ofP. Gresho .) 
(a) I = 532.00, (b) I = 533.55, (c) I = 535.10, and (d) I = 536.65. 
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fn u=1,v=0 
9.0 ____ ~-rrMrTTrrT~~~T-~~--,---~--, 8 
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11.77 -:;t---t+t+-H+t+-+-t-t--t--+--+--+-+----f 
10.53.........-
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• T 

Fig. 7.1.2 (a) Mesh system and boundary conditions employed by Gresho et aI. to compute flow past 
a cylinder. (b) Details of mesh system near cylinder and distribution of nodal points in an element. 
(Courtesy of P. Gresho.) 

av V2V - - - + (V·V)V + Vp = f at Re e 

V·v =0 

v = VO at t = 0 

V=g onr 

where r is the boundary of domain n. The solution to these equations is 
developed using the following alternating direction scheme starting from an 
initial field yo. For n ;::: 0, from vn seek (vn+l/2, pn+i/2) and Vn+i by the 
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following steps: 

V"+1/2 - V" (J 
2 at - Re V2 V"+1/2 + Vpn+I/2 

= r;+1/2 _ (V". V) V" + (1 - (J) V2 V" 
Re . 

V· V"+1/2 = 0 in n 

V"+1/2 = gn+I/2 on r 
Then use 

V"+I - V"+1/2 (1 (J) 
2 at - ;e V2 V"+I + (V"+I . V) V"+I 

= r;+1 +!!... V2 V"+1/2 - Vp"+1/2 in n 
Re 

V"+I = gn+1 on r 
The optimal value of (J is !. At the first step, the Stokes-type problem is solved 
by using an artificial compressibility method. At the second step, the solution 
of the nonlinear equations is developed by forming a nonlinear least-squares 
profit function formulation of the general equation 

aV - /3V2 V + (V'V)V = r in n 
V = g on r 

with a ,/3 :> 0 and then employing the conjugate gradient method with scaling 
to minimize the profit function. The finite-element implementation of this 
approach is described in Glowinski (1984) and Glowinski et aI. (1981). The 
procedure requires the solution of a number of Dirichlet problems to arrive at 
the Navier-Stokes solution. The reader is referred to the references if the 
details are desired. Before reading these, however, it will be necessary to 
develop a knowledge of the conjugate-gradient method, Choleski matrix fac­
torization, and Sobolev and Hilbert space definitions. 

The results obtained by employing the conjugate-gradient least-squares ap­
proach are impressive for the examples demonstrated thus far. Glowinski and 
Periaux, of the French group, provided results of some of the group's calcu­
lations which are displayed here. The first result is for flow over the step shown 
in Fig. 7.2.1. There were 619 nodes with 1109 elements in the computational 
mesh. Note that the mesh shown has been truncated on the right, and in the 
actual calculation the mesh was extended in the same pattern to include about 
100 more rectangles. The Reynolds number was Re = 100 and 191. Poiseuille 
flow was prescribed upstream with V = 0 at the walls. Linear shape functions 
were employed. An unsteady formulation with at = 0.4 was applied to obtain 
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Fig. 7.2.1 Mesh system employed to compute flow over a step. (Courtesy of R. Glowinski and J. 
Periaux.) 

Re = 100 

Fig. 7.2.2 Streamlines computed for flow over a step at Re = 100. (Courtesy of R. Glowinski and J. 
Periaux.) 

Re - 191 

Fig. 7.2.3 Streamlines computed for flow over a step at Re = 191. (Courtesy of R. Glowinski and J. 
Periaux.) 

the final steady result. * Typical streamline results are shown in Figs . 7.2.2 and 
7.2.3. These were checked against an independent stream-function vorticity 
calculation of Hutton (1975) and the agreement was found to be good. A more 
interesting result is flow past the nozzle at angle attack shown in Fig. 7.2.4. 
The calculation was conducted with 1458 elements, 795 nodes, an angle of 
attack of 40°, and a Reynolds number of 250. The initial conditions were a 
Stokes flow solution. The calculation required several hours of IBM 370/168 

~Using the above methodology but associated with a one-step scheme (Bristeau et aI. , 1980). 
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Fig. 7.2.4 Mesh system employed to compute flow past an inlet at Re = 250. (Courtesy of R. 
Glowinski and J. Periaux .) 

time to run 100 time steps with flt = 0.1. The calculated streamlines of the 
flow are shown in Fig. 7.2.5 from t = 0 to t = 100. The results demonstrate 
the ability of the method to predict the separated flow at modest Reynolds 
numbers. The authors point out, however, that the scheme gives difficulty with 
increasing Reynolds number, and they have investigated the use of approxi­
mations which yield equivalent noncentered differences. This is equivalent to 
putting in damping as the finite-difference investigators have shown in the past. 

The examples displayed in this section give a reasonable picture of the 
achievements that finite elements yield at this time . The principal problems, as 
with finite differences, are still the cost and stability of calculations at Reynolds 
numbers above 1000. Since most practical problems are in this large-Reynolds­
number range, the finite-element approach needs further improvement to find 
a large number of applications in incompressible flow. 
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t ~ 0 t • 20 time steps 

t ~ 40 time steps t ~ 60 time s teps 

t - 80 time s teps t ~ 100 time steps 

Fig. 7.2.5 Streamlines computed as a function of time for flow past an inlet at Re = 250. (Courtesy 
of R. G10winski and J. Periaux.) 

References 
Baker, A. J., and Soliman, M. O. J. Comput. Phys. 32, 289-324 (1979). 

Baker, A. J. Finite Element Computational Fluid Mechanics. Short Course Notes, Univer-
sity of Texas, Austin, (1979) . 

Bercovier, M., and Pironneau, O. Numer. Math . 33, 211-224 (1979). 

Bristeau, M. 0., et al. IRIA Report No. 294, LeChesnay, France, April (1978). 

Bristeau, M. 0 . , et al. Comp o Meth . Appl. Mech. Eng . 17/18,619-657 (1979). 



References 227 

Bristeau, M. 0., et al. In: Approximation Methods for Navier-Stokes Problems. Lecture 
Notes in Mathematics, Vol. 771, pp. 78-128, Springer-Verlag, New York (1980). 

Chung, T. J. Finite Element Methods in Fluid Dynamics, McGraw-Hill, New York (1978). 

Fletcher, C. A. J. Dept. of Defense Weapons Research Establishment Rept. WRE-TN-I606 
(WR&D), Salisbury, S. Australia, May (1976). 

Fletcher, C. A. J. Dept. of Defense Weapons Research Establishment Rept. WRE-TR-
1858(W), Salisbury, S. Australia, August (1977). 

Giraut, V., and Raviart, P. A. Finite Element Approximation of the Navier-Stokes Equa­
tions, Lecture Notes in Mathematics, Vol. 749, Springer-Verlag, New York (1979). 

Giowinski, R., and Pironneau, O. Numer. Math. 33, 397-424 (1979). 

Glowinski, R. Numerical Methods for Nonlinear Variational Problems, 2nd ed. 
Springer-Verlag, New York (1984). 

Glowinski, R., Mantel, B., and Periaux, J. Proceedings of Conference on Numerical 
Methods in Aeronautical Fluid Dynamics, University of Reading, March (1981). 

Gresho, P. M., Lee, R. L., and Sani, R. L. Lawrence Livermore Laboratory Rept. UCRL-
83282, September (1979). 

Gresho, P. M., and Lee, R. L. Don't Suppress the Wiggles They are Telling You Some­
thing, UCRL Preprint 82979, April (1980). Comput. Fluids, 9, 223-253 (1981). 

Hutton, A. G. A General Finite Element Model for Vorticity and Stream Function Applied 
to a Laminar Separated Flow. Central Electric Generating Board Rept. RD/B/N3050, 
August (1975). 

Thomasset, F. Implementation of Finite Element Methods for Navier-Stokes Equations, 
Springer-Verlag, New York (1981) 



CHAPTER 8 

Spectral-Method Solutions for Incompressible Flows 

The field of spectral methods in fluid mechanics is still very much in the 
developmental phase. As a result, application of the method is still somewhat 
of an art. At this time, the spectral method has been applied to solve primitive­
variable, stream-function vorticity and stream-function only formulations. In 
each of these formulations, the unsteady equations were solved and the primary 
difficulty occurs in satisfying the proper boundary conditions. In some basic 
studies, one can neglect the boundary-condition questions by simply imposing 
periodic boundary conditions that are naturally satisfied by employing a Fourier 
spectral expansion. However, if examining flows with prescribed boundary 
conditions, then the straightforward Fourier expansion approach can become 
unsatisfactory . 

In this chapter, we outline approaches that have been successful in solv­
ing both two-dimensional viscous and inviscid flow problems by the spectral 
technique. 

8.1 Inviscid Flows 

The first area to be discussed is the solution of an inviscid incompressible flow 
by the stream-function vorticity formulation with the equations 

Dw = 0 
Dt 

V2'1' = -w 

(8.1.1) 

(8.1.2) 

These equations have been solved by Myers et al. (1981) using a Chebyshev 
expansion method for the movement of a vortex pair in a confined region. Due 
to the symmetry, it is nec~ssary only to solve the problem for one-half of the 
region of interest. The problem is displayed in Fig. 8.1.1. The vortices are 
given an initial vorticity distribution according to the relationship (8.1.13a). 
Elsewhere, the vorticity is zero. The stream function is defined to be zero on 
the boundary. This eliminates a need for a boundary condition on w. The 
problem solution can be attempted by two approaches. In each, it can be 
assumed that the solution has the form 

N M 

W = 2: 2: an,m(t) T:(x) T~(y) (8.1.3) 
n=O m=O 
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Fig. 8.1.1 Vortex moving in a box. 

N M 

'I' = 2: 2: bn,m(t) T:(x) T;(y) (8.1.4) 
n=O m=O 

where T: denotes the Chebyshev polynomial for 0 :s: x :s: 1. The a and b 
terms are then determined by two separate approaches. In the first approach, 
the expansions are substituted directly into Eqs. (8.1,1) and (8.1.2) so that one 
obtains 

dan,m 
--=c dt n,m 

-an.m = (b XX + bYY)n,m 

where b ~~ m and b~: m satisfy 
a 2'1' a2 N M 

ax2 = ax 2 2: 2: bn,m THx) T;(y) 
n=O m=O 

N M 
= 2: 2: b~~m T:(x) T;(y) 

n=O m=O 

(8.1.5) 

(8,1.6) 
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Cn,m is derived from the expansion of 

aw aw a'l' aw a'l' aw 
u- + v- = -- - -- = F(x,y,t) 

ax ay ay ax ax ay 
(S.1.7) 

in a double Chebyshev expansion 

N M 

F(x,y,t) = 2: 2: cn,m r:(x) r;(y) (S.1.S) 
n=O m=O 

Note that the evaluation of cn,m is only reasonable if the values of F are known 
at time t. As a result, one must resort to a predictor-corrector time-integration 
procedure to integrate Eq. (S. 1 .5). There is a large variety of these schemes, 
the most widely used being the Runge-Kutta type methods. The simplest has 
the form 

an,m(i) = an.m(t) + 1at cn,m(t) 

an,m(t + at) = an,m(t) + at Cn,m(t) 

These approaches, as well as the Adams-Bashforth method 

an,m(t + at) = an,m(t) -1Llt cn,m(t - Llt) + ~Llt cn,m(t) 

have been successfully applied. 

(S.1.9) 

(S.l.lO) 

Once an, m (t) is known, then one must solve Eq. (S.1. 6) for b ~~ m and b ~~ m 
and satisfy the boundary conditions on the stream function. The boundary 
conditions require that 

N M 

2: 2: bn,m r;(y) r:(O) = 0, O<y<l (S.1.lla) 
n=O m=O 
N M 

2: 2: bn,m r;(y) r:(1) = 0, O<y<l (S.1.llb) 
n=O m=O 

N M 

2: 2: bn,m r;(O) r:(x) = 0, O<x<l (S.1.11c) 
n=O m=O 

N M 

2: 2: bn,m r;(l) r:(x) = 0, O<x<l (S.1.11d) 
n=O m=O 

These conditions serve to define the unknown constants bn, m for n = N - 1 , N 
and m = M -1, M since Eq. (S.1. 6) serves only to define the values of bn, m 

for n < N -1 and m < M - 1. The reason for this was explained in Chapter 
3. When Eq. (S.1.6) is combined with the boundary conditions (S.1.11) a 
complete set of equations for solving for the bn, m values is obtained. To 
complete the solution, one must develop a computer routine to relate the b~~m 
and b~~m to bn,m' This is accomplished by the relationships given by Gottlieb 
and Orszag (1977) which by transforming to the interval 0 :::::; x :::::; 1 gives 
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00 

n=O 

then 
00 

1" = L b~x T:(X) 
n=O 

where 

an = 2, an = 1 for n > O. 
p=n+2 

p+n even 

With these equations, one then must solve the matrix of the bn•m terms. Numer­
ous techniques exist for this and the reader is referred to Gottlieb and Orszag 
(1977) or to the recent work of Haidvogel and Zang (1979) for the details of 
efficient techniques. To discuss these details at this point would overcomplicate 
the discussion. t 

Once one has the solutions for the bn•m terms, it is possible to construct the 
function F (x, Y , t) of Eq. (8.1.7) using both the expansions for w (x ,Y , t) and 
qt(x ,Y , t). This is accomplished by computing F (x, Y , t) from these expan­
sions at the extrema Xi, Yj of T~(x) and TZ(y), respectively. The values of 
F(Xi' Yj, t) can then be employed to compute the cn•m terms of the expansion 

N M 

F(Xi,Yj,t) = L L cn.m(t) T:(Xi) T~(Yj) (8.1.12) 
n=O m=O 

by utilizing a two-dimensional fast Fourier transform routine t as (explained in 
Cooley and Tukey, 1965) a matrix inversion method. Given the cn•m terms, it 
is then possible to calculate un•m at a new time t + l!:i.t and proceed step-by-step 
to construct the numerical solution of both 'I' and w. 

The second approach that can be utilized to solve for 'I' and w is the real­
space solution for w instead of a spectral solution. For this solution technique, 
one still utilizes the same forms of qt and w. Also, the solution for 'I' can be 
the same. For w, however, one employs the equation 

w (x, Y ,t + l!:i.t) - w (x , Y , t) = - {HI (U ~: + v ~~) dt (8.1.13) 

and only utilizes the expansions for 'I' and w for the right-hand side. The 
procedure follows these steps: 

1. Given an initial distribution of qt and w. 

tIt has been recently established that the conjugate-gradient method is an effective way to solve such 
equations. In addition. it was established that preconditioning the matrix to make it triangular. on the 
first time step. speeded the direct solution for the other time steps (see Taylor et al. (1981) and Hirsh 
et al. (1982)). 



232 8 Spectral-Method Solutions for Incompressible Flows 

2. Compute u, Bw/Bx, v, Bw/By from Chebyshev expansions of the initial 
distribution of 'I" and w. 

3. Integrate Eq. (8.1.13) using an explicit time-integration method as de­
scribed previously. 

4. Given w(x;, yj, t + ~t), develop a Chebyshev expansion for w(x, y, t + ~t). 
5. Solve for 'I" as described previously, given w(x,y, t + ~t).* 

Both of the approaches described have been applied to solve the vortex 
problem. The initial vorticity was taken to be 

_ r [(X-XO)2 + (y _YO)2] 
w - -2 2 exp - 2 2 

1TTo ro 
(8.1. 13 a) 

where r = 13.76 m 2/s, Xo = 15 m, Yo = -70 m, and ro = 5 m. The overall 
width of the computation box was 45 m, the height was 90 m, and the time step 
was taken as ~t = 0.2 min (~;/Iud, ~y)lv;.jl). The expansions employed 17 
modes in each direction. In order to obtain results without significant Gibbs­
type oscillation phenomena, it is usually necessary to filter the results either 
during or after the calculations. During the calculations, different filters are 
possible. Haidvogel et al. (1980) employed a filter of the form 

(8.1.14) 

where In = 1.0 exp[ -B (N 2 - n 2)] with B being an adjustable parameter. 
Orszag and Gottlieb (1980) suggest the form 

J, = {I for n < no 
n exp[ -B (n - no)4] for n > no 

(8.1.15) 

with no being one-half to two-thirds the maximum nand B selected to damp 
from e- I to e- IO in the high modes. Myers et al. (1981), after trying various 
approaches, found the best calculation procedure in an inviscid incompressible 
flow was to calculate w in real space, Eq. (8.1.13) and filter with the procedure 
described in Section 3.6 for incompressible flows. 

Vorticity results obtained for the vortex in a box without filtering are shown 
at four separate times in Figs. 8.1.2 and 8.1.3. For the calculations, the use of 
Eq. (8.1.13) to compute the vorticity yielded the least difficulty. Comparisons 
of results for one time with and without filtering are shown in Fig. 8.1.4. 

The results of the spectral methods for the problem were also compared with 
finite-difference calculations. The results demonstrated that the spectral 
method was at least a factor of to, and sometimes as much as a factor of 30, 
faster than a finite-difference approach for the same accuracy. Haidvogel et al. 

*Note that one can also employ a finite-difference predictor and a spectral corrector to solve for 'I" 
in a manner similar to Orszag (1980) and Morchoisne (1981), 
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x -

Fig. 8.1.2 Three-dimensional vorticity plot for movement of a vortex in a box (vortex moving up). 

(1980) performed a similar comparison for finite-difference, finite-element, 
and Chebyshev these approaches by solving the stream-function vorticity equa­
tions for inviscid open-ocean problems. These authors found the same advan­
tage of spectral methods over both finite-element and finite-difference ap­
proaches. They also found it necessary to filter the results periodically in time 
to maintain stable calculations . 
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x-
Fig. 8.1.3 Three-dimensional vorticity plot for movement of a vortex in a box (vortex at top and 
beginning to move downward). 

8.2 Viscous Flows-Laminar and Transition 
The calculation of two-dimensional incompressible viscous flows by spectral 
methods is still in a growth phase and all of the details for satisfying boundary 
conditions are not clearly resolved. However, there has been considerable 
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x-
(a) 

(b) x_ 
Fig. 8.1.4 Vorticity at single time with (b) and without (a) filtering (vortex is moving upward). 

progress in applying these methods. Results now exist for flow in a box 
(Morchoisne, 1981) flow in a channel (Deville and Orszag, 1980; Orszag and 
Kells, 1980), flat-plate flows (Murdock and Taylor, 1977, 1979, 1980), and 
shear layers flows (Riley and Metcalfe, 1980; Metcalfe and Riley, 1981). The 
solutions for these flows have been developed for both the primitive-variable 
and stream-function vorticity formulations . The three-dimensional cases fre­
quently employed periodic boundary conditions in one or more directions. 
These solutions give insight into the method and fundamental aspects of flows . 
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The most interesting aspect of the spectral approach is its apparent speed and 
resolution advantage over the finite-difference and classical finite-element ap­
proaches. These advantages have led investigators to attempt to predict the 
onset of transition from laminar to turbulent flow and also to calculate a 
turbulent fluctuating flow. For spectral method applications to viscous flow, the 
optimum approach is to utilize primitive variables to avoid the boundary­
condition problems associated with the stream function vorticity formulation. 
In addition, the primitive-variable formulation has lower-order derivatives than 
the stream-function only equation. Even with primitive variables, one can 
encounter problems with the boundary conditions. 

The two most troublesome boundary conditions to prescribe and satisfy are: 

1. Downstream flow conditions. 
2. Pressure conditions at a solid surface. 

At this time, there is no optimum way to treat downstream or outflow boundary 
conditions for viscous incompressible flows unless you know the solution 
ahead of time. Typical approaches employed to deal with the downstream 
condition are: 

1. Ignore it by neglecting the viscous terms which require that a downstream 
condition be imposed (boundary-layer-type approximations). 

2. Introduce a boundary condition that will permit the flow to exit the bound­
ary with minimal interference. 

3. Assume the flow is periodic. 

Assumptions 1 and 3 of these conditions are the simplest to implement with 
spectral methods. Assumption 2, which tends to be the least restrictive on the 
physics of the flow, exhibits the most problems in implementation. This con­
dition usually requires that a condition which does not induce a boundary layer 
at the outflow boundary be imposed. This is difficult to accomplish, however. 
No clear-cut way has been set forth for accomplishing this and the subject 
remains a research topic in the area of spectral-method applications (see Haid­
vogel, 1979). 

The determination of pressure in an incompressible flow has been a trou­
blesome area due to the lack of understanding of conditions on pressure at 
boundaries. In the past, many researchers employed the Poisson equation to 
determine the pressure, but this requires that conditions on the pressure be 
specified at each boundary. Recently, however, Moin and Kim (1980) pointed 
out that, in two dimensions, if one uses a primitive-variable formulation and 
spectral expansions for all dependent variables, then boundary conditions on 
pressure are not required. The only requirement is to specify a pressure value 
for normalization. The formulation of Moin and Kim is in spectral space and 
this makes the analysis somewhat complicated if nonperiodic boundary condi­
tions on velocity occur. In order to properly satisfy such nonperiodic condi­
tions, one will be faced with either an iterative explicit time-relaxation method 



8.2 Viscous Flows-Laminar and Transition 237 

or solution of an implicit equation set. As a result, it is possibly better to 
employ ideas similar to those of Moin and Kim and employ a pseudospectral 
approach using both real and spectral space. Such an approach is outlined in 
the following discussion. 

The attractiveness of avoiding pressure boundary-condition problems be­
comes clear if one attempts to solve for the pressure field in a problem by 
employing Poisson's equation. For such a solution, one must prescribe pres­
sure conditions on all boundaries and these are strongly related to the velocity 
field. As a consequence, an explicit time integration to obtain velocities which 
will specify the pressure boundary conditions may not yield a stable solution 
without iteration at each time of integration. For those interested in the Poisson­
equation approach, a tested pseudo spectral procedure is outlined below. It is 
important to note that the continuity equation replaces a momentum equation 
for calculation of one velocity component. 

1. Integrate the u momentum equation with a pseudo spectral scheme using old 
time values of u, v, and p to obtain u. 

2. Compute v from the u spectral expansion and continuity. 
3. Using the new time u and v, compute the right-hand side of the pressure 

equation and the gradients of p at the boundaries. 
4. Solve Poisson's equation for p. 
5. Replace the old time value of p by the new p and proceed to Step 1 if the 

new and old p are not of sufficient accuracy. 

This approach may appear complicated but experience has shown that the first 
time step may require a number of iterations, but for the next time steps the 
iteration requirement is typically two for four-figure accuracy. 

An alternate to the procedure just outlined is to attempt to compute the 
pressure directly from the primitive equations without employing Poisson's 
equation in a manner different from Moin and Kim (1980). A suggested 
pseudo spectral approach to accomplish this is as follows: 

1. Compute u from the x momentum equation. 
2. Compute v from the continuity equation. 
3. Compute ap / ay from the y momentum equation using an implicit time­

difference equation such as 

vet + M) - vet) = HF(t + at) + F(t)] at 

F = _ (ap + u av + v av) + _1 (a 2v + a2v) 
By ax By Re ax 2 By2 

(8.2.1) 

4. Compute p by analytic integration of the spectral form of ap / By. This may 
require integration of ap / ax for one value of y = Yo to obtain p at one 
integration limit. * 

Orszag and Kells (1980) as well as Deville and Orszag (1980) have applied 
another approach in the form 

*This requires the pressure to be specified at one point on y = Yo. 
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Step I: (pseudospectral) 
Compute a velocity field from the inviscid convective terms neglecting 

pressure gradients. 

uI(t + at) - u(t) = - u- + v- dt J,1+41 (au au) 
1 ax ay 

(8.2.2a) 

vI(t + at) - v(t) = - u- + v- dt J,t+41 (av av) 
1 ax ay 

(8.2.2b) 

This is usually explicit in time so the terms in brackets are evaluated at t using 
spectral expansions and the integrals are evaluated by the Adams-Bashforth 
formula. 

Step II: (spectral) 
Correct the velocities for pressure so that continuity is satisfied 

uIT(t + at) - uI(t + at) = - - dt J,t+41 ap 
1 ax 

(8.2.3a) 

(8.2.3b) 

au IT av IT 
-+-=0 
ax ay 

(8.2.3c) 

This step is performed implicitly in time and in spectral space because this step 
is linear. It is necessary to determine the pressure by solution of Eqs. (8.2.3a-
8.2.3c) as a coupled set or by direct solution of the Poisson equation, which 
requires for compatibility that a coupled velocity-pressure boundary condition 
be applied at the surface. The condition is linear but complicates the solution 
for velocity. Deville and Orszag simplified this step by utilizing an inviscid 
pressure boundary condition Vp· N = O. 
Step III: (pseudospectral or spectral) 

Correct the velocity field for viscosity 

rrH1 V2u 
u(t + at) - uIT(t + at) = JI Re dt (8.2.4a) 

rrH1 V2v 
v(t + at) - vII(t + at) = JI Re dt (8.2.4b) 

This correction can be made implicitly or explicitly since the step is linear. 
As can be seen, this procedure does not avoid the boundary-condition ques­

tions for the pressure field and, at this time, it is not clear that it offers an 
advantage over the other approaches. The spectral and pseudospectral pro­
cedures outlined have suggested the use of simplified time integration. How­
ever, more complex time integration can be utilized by employing Chebyshev 
expansions in time (Morchoisne, 1981) or high-order Taylor series time inte­
grations (Gazdag, 1973; Roy, 1980) which are generated by the rule 
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dt2 
f(t + dt) = f + fr dt + frt 2" + ... 

The values of the time derivatives of the functions were generated by succes­
sive time derivatives of the Navier-Stokes equations, noting that one can 
cascade the process by the rule 

fr = L(f) 

frt = L(fr) = L(Lf) 

where L is here a spatial differential operator commuting with the time deriv­
ative. Note that there is a trade-off made in loss of speed for increase in 
accuracy. As a result, for speed simple time-integration approaches are prefer­
able, but if one needs accuracy, then either a Chebyshev or Taylor series 
time-integration approach will provide the desired results. 

As mentioned earlier in this section, the spectral approaches have been 
applied primarily to study the possibility of transition from laminar to turbulent 
flows. In each of the studies the procedure employed was to select a flat plate 
or channel geometry to solve the primitive-variable laminar-flow equations. A 
perturbation velocity was imposed on the ~aminar flow and the problem was 
solved again and the behavior of perturbation studied to determine if any 
amplification or decay of the imposed disturbance occurs. Results obtained by 
Taylor and Murdock (1980) from such a study are discussed next. 

In the Taylor-Murdock study the problem solution was developed by em­
ploying the pseudo spectral collocation method and the velocity-pressure for­
mulation of the form 

Lyau 
v=- -dy 

o ax 

au ap V2u 
-+a=--+-
at ax Re' 

a(u 2) a(uv) 
a=--+--

ax ay 

[(au)2 au av (av)2] V2p = -g = - ax + 2 iJy ax + iJy 

The equations were time differenced in the following form 

_u(.:.....t_+_dt-.:...)_-_u--.:(~t) + ~ aCt) - ! a(t-dt) 
dt 2 2 

= _ ap (r) + _1 [V2U(t+dt) + V2U(t)] 
ax Re 2 2 

V2p(t) = - ~g(t) + 19(t - dt) 

(8.2.5) 

(8.2.6) 

(8.2.7) 

(8.2.8) 

(8.2.9) 

v is computed by numerical integration of Eq. (8.2.5) while the Poisson 
equation for p was solved by the tensor product method (Murdock, 1977). For 
the solution, each function was expanded in the form 
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f = ~ io fn.m(t) T~(;2=:1) T~ (Y) (8.2.10) 

where 

Y = exp (-Y/Ye) - exp (ymar.!Ye) 
1 - exp (ymax/Ye) 

with Ymax as the outer edge of the grid and Ye as a scaling parameter selected to 
give reasonable resolution of the calculation. Typically, Ye is of 0(1). T: (x) 
are the Chebyshev polynomials with the range 0 s x s 1. 

These expansions are used basically as interpolation formulas to accurately 
calculate function derivatives and integrals. This is accomplished by fitting the 
functionfto a set of values of u , v, or p. This fit is accomplished by evaluating 
the series for (N + 1)(M + 1) points at which at values of u, v, or p are known. 
This yields (N + 1)(M + 1) equations for the unknownfn.m terms. This matrix 
of equations could be inverted by any matrix inversion routine but the fast 
Fourier transform routine was employed because of its speed. The series were 
employed to compute a(t), g(t), and fJ' (au/ax) dy in the calculations. The 
equations were solved for flow over a flat plate with the boundaries shown in 
Fig. 8.2.1. The boundary conditions were specified as follows. For the up­
stream boundary the flow was prescribed to be Blasius plus a time periodic 
solution of the Orr-Sommerfeld equation; i.e., 

u = UBlasius + A Real [cPy(x,y) exp(-iwT)] (8.2.11) 

p = PBlasius + POrr-Sommerfeld 

where cP is the Orr-Sommerfeld solution for a wave number a and a frequency 
w. T is a dimensionless time defined by T = tV 00/ I where V 00 is the characteristic 
velocity and I is the length from the leading edge of the flat plate to the 
boundary of the computation. The other boundary conditions employed were 

ap 1 a2u 
=----

ay Re axay 
u=V=o, at Y = 0 (8.2.12) 

u = 1, P = PBlasius at Y = 00 (8.2.13) 

For the study, the downstream boundary condition was avoided by neglecting 
iPu / ax 2 in the u momentum equations so that a downstream boundary condi­
tion was not required on u. For the pressure downstream, the authors utilized 
the condition 

a2p 
ax 2 = 0 (8.2.14) 

The solution of the specified problem is straightforward except for coupling 
between the pressure and velocity which occurs because of the surface bound­
ary conditions. The significance of this coupling was investigated by employ­
ing the correct surface-pressure boundary condition as well as the condition 
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Fig. 8.2.1 Flow over a flat plate. 

iJp = 0 
iJy 

Downstream 
Boundary 

241 

(8.2.15) 

The procedure was used to compute two-dimensional flow over a flat plate 
for Reynolds numbers in the range 1. 2 X 105 :5 Rex :5 3.8 X 105• Dis­
turbances were introduced as upstream inputs to the flow. The disturbances 
were perturbation about the Blasius profile shown in Fig. 8.2.2. The total 
velocity is given by 

0.58 r------.--------.-----,------., 

0.56 

0.54 

::, 0.52 

+ 
VI = 0.50 
VI 

~ 
a) 

:J . 
:J 

0.48 

0.46 

0.44 

0.42 
1.2 1.4 1.6 1O-5Re 

x 
1.8 2.0 

Fig. 8.2.2 Calculated total velocity u as a function of x for a fixed value of y, Rey = 784, iJp / iJy, = 0, 
tV~/x = 4.0. 
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U = UBlasius + U I 

The disturbances was 5% of the free stream. The frequency of the initial wave 
for the calculation was wvjV~ = 56 X 10-6. 

Figure 8.2.2 displays the result obtained for the total velocity U as a function 
of x. Also shown is the Blasius velocity. The amplitude of the wave above the 
Blasius profile appears to decay as the wave propagates downstream, but no 
significant distortions are observed due to the nonlinear effects. The results 
computed from the v-p formulation for the Fourier amplitude of the first mode 
of U I are shown in Figs. 8.2.3 and 8.2.4. Also shown in Figs. 8.2.3 and 8.2.4 
are results for the ap jay = 0 boundary condition at the surface. There is some 
change in the results, but not anything significant. It is important to note, 
however, that the computer cost was reduced by approximately a factor of 2 
when this boundary condition was applied. 

In the course of this study, Taylor and Murdock also found that solving the 
equations and satisfying boundary conditions in real space was much easier 
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Fig. 8.2.3 Fourier amplitude of the velocity fluctuation u' about the Blasius as a function of x 
Rey = 196 (first mode only). 
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Fig. 8.2.4 Fourier amplitude of the velocity fluctuation about the Blasius as a function of the boundary­
layer variable 1/ = y(Rex/2)1/2 / x (first mode only). 

than attempting a solution in spectral space and applying the tau method to 
satisfy boundary conditions. 

Another example of the application of the pseudospectral approach is the 
combined use of finite-difference approximations and spectral expansions by 
Morchoisne (1981) to compute flow in a cavity and around a two-dimensional 
airfoil. Morchoisne applied the approach to both stream-function only and 
velocity-pressure formulations. We describe the velocity-pressure solution 
approach here and give sample results for a cavity flow. Morchoisne's ap­
proach is as follows: 

Step I: 
Write the two-dimensional Navier-Stokes equations in the form 

au + au 2 + auv + ap _ V2u = g[ = 0 
at ax ay ax Re 

(8.2.17a) 

av + auv + av 2 + ap _ V2v = g2 = 0 
at ax ay ay Re 

(8.2.17b) 
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au av - +- = g3 = 0 
ax ay 

(S.2.17c) 

Step II: 
Introduce the iteration variable for all space and time values computed 

globally 

U = um+1 - um 

V = v m+1 - v m 

(S.2.1Sa) 

(S.2.1Sb) 

(S.2.1Sc) 

where m denotes the "global" iteration step with m + 1 being the new result 
generated from the m result. Using these new variables, the flow equations can 
then be written 

au + ~ (U2 + 2 um U) + ~ (UV + Uvm + Vum) + ap _ V2u 
at ax ay ax Re 

= _(aum + ~ (U m)2 + ~ (umv m) + apm _ V2um) = g* (u m, vm,pm) 
at ax ay ax Re 1 

(S.2.19a) 

and similarly 

av + ~ (UV + Uvm + Vu m) + ~ (V2 + 2 vm V) + ap _ V2v 
at ax ay ay Re 

(S.2.19b) 

au av - + - = g *(u m v m ) ax ay 3 ' , 
(S.2.19c) 

Step III: 
The continuity equation can, however, be replaced by a Poisson equation for 

the pressure by combining Eqs. (S.2.19a) and (S.2.19b) with (S.2.19c) to 
obtain 

ag3* + aA + aB + V2p _ V2gj = ag~ + agi 
at ax ay Re ax ay 

(S.2.20) 

where A and B are the combined nonlinear terms in Eqs. (S.2.19a) and 
(S.2.19b). 

This equation must be solved subject to the usual boundary conditions for the 
pressure gradient normal to the boundary 

ap = cf>N 
aN (S.2.21) 
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where <PN is obtained from Eqs. (8.2. 19a) and (8.2.19b). 

Step IV: 
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Introduce the finite-difference approximations for the A, B, P, U and V 
derivatives. These approximations are expressed in the nonuniform grid de­
fined by the collocation points (Xi, Yh tn ) associated with the pseudospectral 
approximations for u, v and p. A two-level scheme is used for the discretization 
of the time-derivatives and central differences (Eqs. (6.4.6) and (6.4.7» are 
used for the space-derivatives. 

Step V: 
Resolve the equations and develop the solution by the following procedure. 

a. Compute the values of g t (u m, V m, pm) by expanding in both space and time 
in Chebyshev polynomials. Compute denvatives of these expansions and 
then evaluate the derivatives and nonlinear terms in real space. 

b. Given the gt value, introduce finite differences for the left-hand side 
making diffusion and pressure terms implicit in time. 

c. Develop the solution for U, V, and P at each time step using an iteration 
method analogous to the method described in Section 6.3.1.3. 

d. If lui, iVl, and Ip I are not sufficiently small, compute um+l , v m+l , and pm+1 

by Eq. (8.2.18) with possible relaxation, and return to (a) and start again . 

.......... _._.- . .--. 
....... /' 

/' 
/' 

....... -.- .. 

Fig. 8.2.5 Isobars computed by spectral-solutIOn method. Re = 100. The isobars are spaced by 
t::..p = 0.025. (Courtesy of Y. Morchoisne.) 
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Fig. 8.2.6 Lines of constant vorticity computed by spectral-solution method, Re = 100. (Courtesy of 
Y. Morchoisne.) 

Morchoisne used this procedure to calculate the flow in a square cavity (Section 
6.6.1) using 17-term expansions in each space direction and 5 terms in time. 
The geometry and boundary conditions are shown in Fig. 6.6.1. The Reynolds 
number was 100 and the solution was converged to an accuracy of 10-4 . The 
results obtained for pressure and vorticity are shown in Figs. 8.2.5 and 8.2.6. 
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CHAPTER 9 

Turbulent-Flow Models and Calculations 

The Navier-Stokes equations apply equally to turbulent or laminar flows. Their 
completeness for turbulence computation have yet to be fully tested, however. 
For the present we will assume that the equations are adequate. The com­
putation of turbulent flows with the above equations is a difficult task since the 
fully unsteady nature of turbulence must be calculated even if one is interested 
only in the time-averaged quantities. As a result one is faced with the solution 
of the full equations for a range of spatial length scales. Calculations using the 
full equations are just beginning to be implemented on the computer and remain 
limited in application due to cost. In the next few years this should change, 
however. In the following pages some of the recent work in this area is 
outlined. 

In place of the full unsteady solutions much has been done to develop an 
alternate approach for solving applied turbulent problems. The approach is 
somewhat empirical but works well for certain classes of flows. This approach 
and the resulting equations will now be described. 

9.1 Turbulence Closure Equations 

The development of equations to describe turbulent flows for applied problems 
is accomplished by time averaging the turbulent fluctuations about a mean flow 
field. The logic of this process is available in a wide variety of books (see Rodi 
1980) on turbulent flows and consequently will be abbreviated here. _ 

Assl!..ming that all the flow variables can be expanded in the form! = ! + 1', 
where! is a mean value of! and l' is a fluctuation about that mean, one can 
show that 

({iii = 0 
aXi 

aUi _ au i I a p f.L t"72-U ,. _ aRij - + u, -- = - - -- + - v 
at ) axj P axi P aXj 

where 

(9.1.1) 

(9.1.2) 

(9.1.3) 
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The quantity pRij can clearly be viewed as a stress term in this equation. In 
order to establish a turbulence model that is less complicated than the full 
equations, it is necessary to establish an estimate of this stress in terms of the 
variables Ui and possibly some constants which are "tuned" to solve a given 
problem. Establishing such an estimate is the subject of an extensive number 
of publications and we can never hope to review all of the possible approaches. 
Instead, we will outline the basic principles. The first and foremost point in this 
approach is that somewhere in the progress of the model development one must 
assume the form of a transport term in the closure. A first closure is to assume 
the form of Rij. By analogy with laminar flow one can take 

-Rij = ILl (a U i + aUj) _ 21Lt au j ()ij (9.1.4) 
p axj ax; 3p axi 

where ILt is a turbulent viscosity and ()ij is the Kronecker symbol. When 
substituted into the right-hand term of Eq. (9.1.2) with ILt constant, the result 
is 

_ aRij = ILt V2Uj 
axj p 

(9.1.5) 

This is the simple approach which effectively adds an eddy viscosity to the 
laminar viscosity. Unfortunately, the constant-ILl approach is not usually accu­
rate, but it can give some indication of the flow behavior. For more accurate 
predictions, it is necessary to develop a better model to obtain estimates of Rij. 
The models which are employed vary in the level of complexity from the 
so-called two-equation models to the complete Reynolds stress models (see 
Bradshaw, 1967 through Smagorinski, 1963). From the user point of view, it 
is oat clear that the most complex models are of more value thao the two­
equation models, since all the models are built on empirical constants and 
postulates. As a consequence, the use of closure models in flow calculations 
remains a subject of continual controversy. At this time, the models which 
appear to be used most for engineering calculations are the two-equation 
boundary-layer-type models. As a result, these types of models will be out­
lined. To form such a model one must postulate some relationship for the Rij' s 
in terms of mean flow quantities. This can vary in form but one of the least­
complicated definitions is 

-Rij = ILl (a U i + au j) _ 2 ()ijk (9.1.6) 
p axj ax j 3 

where ILl is a turbulent viscosity and k is the turbulent kinetic energy! u/ u/ . 
This definition introduces two unknowns, ILl and k, which require two equa­
tions for closure. It is difficult, however, to derive an equation directly for ILl' 
The modelers reasoned by dimensional analysis that for high-Reynolds-number 
flows 
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ILl ~ k2 
P € 

9 Turbulent-Flow Models and Calculations 

(9.1.7) 

where € is the dissipation rate of energy. As a result they assumed that 

ILl e - = C1 - (9.1.8) 
p € 

where C1 may be a function of Reynolds number. Equations for k and € were 
then derived using postulates, logic, and empiricism. 

The equations follow an analogy with the classical energy-transport equa­
tions and take the form 

Dk V ( ILl ) - = . C2 - V k + G - € 
Dt p 

(9.1. 9) 

D€ (ILl) € €2 - = V· C3 - V € + C4 - G - C5 -
Dt p k k 

(9.1.10) 

where the left-hand side is the convection and the right-hand side is the 
diffusion along with source and sink terms. G in these equations is the source 
term of turbulent kinetic energy, and in its most general form can be found by 
analogy with the stress generation of energy in the conservation-of-energy 
equation. Due to its complexity, we will not write out the general form. A 
two-dimensional form of these equations which is frequently used is 

Dk = ~ (C2 ILl ak) + ~ (C2 ILl ak) + G - € (9.1.11) 
Dt ax p ax ay p ay 

(9.1.12) 

where 

G = ~1[2e~r + 2e~r + e: + ~~rJ (9.1.13) 

The Cn terms in these equations are empirical functions which in the simplest 
case are constants. For the standard model as defined by Launder and Spalding 
(1974) the constants have the dimensionless values 

C1 = 0.09, 

C2 = 1.0, 

C3 = 0.769, 

C4 = 1.44 

C5 = 1.92 

Each user is free to adjust (tune) these constants or even make them functions 
of dependent or independent variables. As a result, the accuracy of the model 
is problem dependent and is reported (Launder and Morse, 1979) to vary from 
10% to 50% depending on the flow. 
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The numerical integration of the equations of the (k, €) model also can 
contribute to the difficulties. This is because the last two terms in the equation 
for € exhibit a singular nature near a wall since the turbulent kinetic energy k 
tends to zero. As a result, one is faced with some type of special consideration 
as the calculation approaches a solid wall. One additional problem with this 
type of model is specification of initial or boundary conditions on k and €. The 
details, however, depend on the problem and no attempt will be made here to 
specify a guideline. 

The next level of closure is to develop equations directly for the Reynolds 
stress terms Rij. When one does this the equation set becomes more compli­
cated because there is a differential equation for each Rij to solve along with 
the mean-flow equations. The complexity of these equations depends on the 
level and technique of closure. The development of these equations is a lengthy 
subject and details are available in publications on the subject by Mellor and 
Yamada (1974), Donaldson (1973), Rodi (1980), Mellor and Herring (1971), 
and Reynolds (1976). 

The problems with numerical solutions of the closure equations are very 
problem dependent and as a result cannot be easily set forth. Before ending the 
discussion on closure models, it is important to note that Rodi (1980) has 
pointed out the value of introducing algebraic stress models to reduce closure 
complications. This approach basically employs a (k, €) model with algebraic 
relationships for the velocity correlations. 

Beyond the full closure method for calculating turbulence, the next level of 
complexity in solving turbulence problems is to utilize the full set of flow 
equations in combination with a closure assumption for only the small scales. 
This approach avoids resolution problems and saves computer time by cutting 
off the scale length of the complete equation solution. As a result, one sets a 
minimum scale for the complete equation solution. Below this length no 
attempt is made to resolve the flow exactly, and the closure model is introduced 
to account for the flow at scale lengths below the cutoff. Such models are 
termed subgrid scale approximations in a large-eddy simulation. This approach 
is addressed next. 

9.2 Large-Eddy Simulation Model 

The model for large-eddy simulation of turbulent flow uses the full equations 
to compute the flow, but recognizes that it is very costly to compute the details 
of the very small-scale turbulence. As a result, one derives a closure model for 
only the scales below the selected cutoff length I. In order to accomplish this, 
one applies a filter to the flow equations which introduces a Reynolds stress for 
the flow with scale lengths less than the length I. There are a variety of filters 
that can be applied ranging from step functions to Gaussians. Here we present 
the results obtained using a Gaussian filter as described by Ferziger (1977). The 
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filter is applied by defining the large-scale field by the general averaging 
formula 

f(x) = i H(x,x')f(x') dx' 

where H is the filter taken to be 

H = (~2r/2 exp [ -6(~;X')2] 

and [ is the scale length and x = (x" X2, X3). 

If the momentum flow equations are averaged, one obtains 

aUi a UiUj 1 a P f.L "2-- + -- = - - - + - v U' 
at aXj p aXi p I 

if Ui = Ui + u; . Then we find that 

As Ferziger points out, these averages do not simplify as in the full closure 
case. As a result, the value of Ui Uj for the least-complicated closure has the 
form 

[2 [2 [2 f.L 

Ui Uj = Ui Uj + 24 V2 Ui Uj + 24 Ui V2 Uj + 24 Uj V2 Ui + pI Sij 

where f.LI is the turbulent viscosity. For many of the models used thus far, it has 
been assumed that the turbulent viscosity could be represented in the form 
(Smagorinsky, 1963) 

f.Lt = el 2 (Sij Sij )1/2 
P 

where 

Sij = ~(~~~ + ~~) 
and c is an empirical constant. 

Recently, as interest in subgrid scale models has grown, new postulates for 
the turbulent viscosity have appeared in the literature (Clark et aI., 1979; Leslie 
and Quarini, 1979; Love and Leslie, 1979). These vary from energy- to 
vorticity-based relationships and no attempt will be made here to evaluate the 
optimum approach since it is clearly an area for future research. As in the full 
closure, the subgrid closure models can be extended to higher order. This 
would follow along the lines already discussed. 

Computations with a large-eddy simulation model will not be significantly 
different in complexity from the full closure model except that one can expect 
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to obtain more of the true turbulent fluctuations in the time variation. As a result 
one will be more concerned with accuracy of initial conditions and integration 
scheme. Also computer time and storage become a problem as the cutoff length 
I becomes small compared to the characteristic length of the geometry. Some 
of these issues will be addressed in the examples presented later in this chapter. 

9.3 Turbulent-Flow Calculations with Closure Model 

In the beginning of this chapter the types of turbulence models that can be 
employed in incompressible-flow calculations were discussed. In this section 
we will present some of the more recent results obtained with a closure model. 

The numerical methods employed in calculations with the turbulence models 
generally fall into two categories. Finite differences, typically employed with 
the closure calculations, and the pseudospectral approach have been used to 
perform the large-eddy and full simulation approach. The finite-element tech­
nique has not been employed as much in turbulent-flow predictions. In the 
future, one is likely to see the pseudospectral approach replace finite differ­
ences in the closure approach due to improvement in efficiency. The results 
reported here employ finite differences for the closure calculations. The numer­
ical difficulties encountered when solving turbulence closure problems by finite 
differences center principally on the difference approximations used for the 
inertia term and whether the viscous terms for the unsteady case are implicitly 
or explicitly introduced. The problem basically is that to maintain stability at 
the high Reynolds numbers explicit central differences require very small grid 
sizes. As a result, there has been a tendency to introduce one-sided differences 
for the spatial derivatives in the convective terms. This is exactly equivalent to 
adding an artificial viscosity to damp oscillations and is equivalent to another 
closure model. 

The use of such an approach improves stability but not accuracy. The 
investigation of the use of implicit viscous terms with time integrations to avoid 
stability problems seems limited for turbulence studies at this time. 

Most other numerical difficulties with turbulence closure calculations arise 
due to the inadequacy of the model and not the numerics. For example, in a 
two-equation (k, E) model, the terms with E / k can be singular in poorly 
modeled regions of flow and the numerics simply will not account for this 
problem. In this section we will not attempt to pursue these types of difficulties 
with models. Recent publications on turbulent shear-flow predictions (Durst et 
al., 1979; Rodi, 1980) will serve as a useful guide to evaluating models. 
Numerical aspects are not strongly emphasized, however. 

Two good examples of current progress in turbulence closure-model com­
putations of flows are the work of Ha Minh and Chassaing (1979) along with 
the studies of Grant et al. (1980). Ha Minh and Chassaing used a hierarchy of 
closure models to compute turbulent axisymmetric flow. The modeling ranges 
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from the two-equation (k, €) model, which basically was described earlier, to 
a generalized Reynolds stress transport model. Beyond the two-equation model 
the authors employed the three-equation model described by Launder et al. 
(1973) in which one assumes 

Duv c} a ( k2 auv) kw 2 uv 1 2 au {3€UV -- = - - r - v - - c} -- - - ( -a) v - - --
Dt r ar € ar € r2 ar k 

(9.3.1) 

(9.3.2) 

where the constants are a} = 1.0, a2 = 0.5, a3 = 0.5, c} = 0.25, a = 0.4, 
(3 = 2.5, U and V are the mean velocity components in x and r directions; u, 
v and ware the fluctuating velocity components in x, rand O. 

A more general form of this model given by Rodi (1972) requires five 
equations and was also applied in the form 

Du2 1 a ( v2 au 2) _ au €(2 2k) 
Dt = c2; ar r k -; a; - 2 uv a; - C3 k u - 3"" 

+ 4C4UV au _ 2 € _ 2 u2 au 
3 ar 3 ax 

(9.3.3) 

Dv 2 = C2! ~(rk v2 aV 2) _ C3~(V2 _ 2k) _ 2 v2 av 
Dt r ar € ar k 3 ar 

2C4 _ au 2€ -- UV ---
3 ar 3 

(9.3.4) 

D w 2 = C2 ! ~ (r k v 2 aw 2) _ C ~ (w 2 _ 2 k) 
Dt r ar € ar 3 k 3 

2C4 _ au 2€ --uv---
3 ar 3 

(9.3.5) 

where the constants are given by C2 = 0.25, C3 = 2.75, and C4 = 0.42. 
The solution to the elliptic equations in the set was developed by using a 

pointwise iteration method, similar to a relaxation procedure, as set forth by 
Gosman et al. (1969)(see Sections 6.5.4 and 6.5.5). This methodology can be 
improved upon by employing more-efficient methods such as block cycle 
reduction or the conjugate-gradient method. For the parabolic equations, cen­
tered finite differences were employed for the first seven steps and then a switch 
over to the noncentered DuFort-Frankel method was made. 
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The models were applied to three separate flow situations. The first was flow 
over a step; the second was flow past an expansion in a circular duct; and the 
third was flow in a circular jet. The authors also made experimental mea­
surements for comparison. Figures 9.3.1 and 9.3.2 show comparisons of the 
calculations with experiments for the step in a pipe and for the circular jet case. 
For the step case two forms of a (k, €) model were used. The solid line is the 
model presented and the dotted line is using € = O. 09k 3/2/ L where L is pre­
scribed. The five equation model was used for the jet. For the step case 
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Fig. 9.3.1 Mean velocities calculated for turbulent flow over a step in a pipe for (I) (k. e) model using 
k equation p."ip = L Vk and e = O.0ge'L. and (2) full (k. e) model. (Courtesy of H. Ha Minh and 
P. Chassaing.) 
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Fig. 9.3.2 Mean velocities calculated for turbulent flow in a circular jet by the five-equation model. 
(Courtesy of H. Ha Minh and P. Chassaing.) 
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Reo = 7.2 x 104 and 8/Ro = 0.3.* Where 8 is the boundary-layer thickness 
at the step and Ro is the tube radius before the step. The step height was also 
Ro. For the jet case Reo = 11 x 104 and 8/Ro = 1.0. Note that, in general, the 
predictions are in good agreement with experiment. These results demonstrate 
the level of turbulence simulations that can be attained by closure models. 
Furthermore, detailed testing of computational simulations have been conduc­
ted by Grant et al. (1980). These authors studied the refinement of the 
five-equation-type model for stratified flows. The authors "tuned" the model to 
compute the case of a collapsing mixed region in a stratified flow. No particular 
numerical innovations were developed in the study and the results demon­
strated a similar level of accuracy as Ha Minh and Chassaing. Introduction of 
the equations and results would require extensive discussion. As a result, the 
interested reader should refer to the reference for the details of the model. 

In addition to closure models, direct simulations of turbulence are beginning 
to appear. The progress in these types of simulations is limited due to the 
computer requirements. Some advances are being made, however, and these 
are outlined next. 

9.4 Direct Simulations of Turbulence 

The numerical solution of the Navier-Stokes equations without closure at high 
Reynolds numbers, in theory, will result in the simulation of a fully turbulent 
flow. The difficulty with this approach is the large grid-point requirement, 
which in tum leads to extreme computer costs. As computing has decreased in 
cost and numerical methods have increased in efficiency, full simulations are 
being attempted. Recent progress in this area has been made by Riley and 
Metcalfe (1980), who calculated a turbulent free shear layer flow. Previous 
studies by Schumann and Patterson (1978a,b), Leslie and Quarini (1979), 
Rogallo (1977), Orszag et al. (1969, 1972, 1974) and Patterson (1971) used 
direct simulations of the decay of turbulence with periodic boundary condi­
tions. These studies employed the pseudo spectral approach to solve the flow 
equations. A number of other studies have been conducted using finite differ­
ences and subgrid scale closure approximations (Clark et al., 1979; McMillan 
and Ferziger, 1979; Deardoff, 1970, 1972, 1974a,b) for simplified flows. 

From the studies that have been conducted, it appears that the pseudo spectral 
approach offers the most promise for direct simulation without closure. This is 
because of its improved efficiency compared to finite differences. This opti­
mism is based on periodic-boundary-condition results, however, and additional 
research is needed to display this advance for flows with mean convection and 
nonperiodic boundary conditions. 

*Reo is the Reynolds number at the entrance based on Ro. 
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The application of the finite-difference and pseudospectral approaches to 
solution of the flow equations in most of the simulations is made using a 
primitive-variable formulation, and typically the Poisson equation is used to 
determine the pressure. For the periodic-boundary-condition cases, one does 
not anticipate any particular problem with either finite-differences or the 
pseudospectral method, provided the standard time step and cell Reynolds 
number restrictions are observed. Once nonperiodic boundary conditions are 
introduced, then numerical difficulties due to strong gradients near boundaries 
may arise. The experience in this area is limited at this time and well-founded 
information on the subject is not yet available. Because of this, we are unable 
to present a full simulation of a turbulent boundary layer on a wall. The closest 
example is the calculation of a free shear layer by Riley and Metcalfe. The 
geometry of the flow is shown in Fig. 9.4.1. The problem is, given an initial 
state, to compute the late time turbulent behavior. The initial state for the flow 
was obtained by a random process (Orszag and Pao, 1974) associated with 

u(z) = ! tanh (0.55 z) (mean velocity) 
flu 2 ZI/2 

u'(z) = ° 18 (-0.147 Z2) 
A • exp 2 
~u ZI/2 

(turbulent intensity) 

w,z 

u(z) 

----------------~~~---7--------------~u,x 

I 

~U+--l 
Fig. 9.4.1 Geometry of shear-layer flow. 
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with other velocity components zero. D.u is the mean velocity difference across 
the layer and ZI/2 is the distance from z =0 to where Ii takes on 1/2 the 
free-stream value. The initial Reynolds number based on the Taylor microscale 
is about 50. 

The computation domain was chosen to be cubic with dimensions 

L = 22.8 ZI/2 

In the study of the free shear layer, Riley and Metcalfe employed a 
32 x 32 x 33 pseudospectral expansion to develop the solution. The de­
pendent variables in the x (longitudinal) and y (lateral) directions were ex­
panded in Fourier series. * In the z (vertical) direction, the solutions were 
expanded in sine and cosine series. The transformations from real space to 
spectral space were accomplished by employing fast Fourier transforms. Leap­
frog time differencing was employed for the nonlinear terms and Crank­
Nicolson (implicit) time differencing was employed for the viscous terms. At 
this point, it is important to note that employment of the implicit scheme on the 
viscous terms requires that the time integration be accomplished in spectral 
space. Also, this approach is optimum when Fourier series are employed since 
the second-order operators generate diagonal matrices in spectral space be­
cause a2eikx/ax2 = _k2eikx and hence there are no off-diagonal terms gener­
ated. This is not the case when Chebyshev polynomials are employed. As a 
result, the introduction of an implicit time-integration scheme may yield com­
plications for such functions. In the calculations, the nonlinear terms are 
calculated by using the expansions to compute the values of the terms in real 
space. Then the real-space values of the nonlinear terms are transformed to 
spectral space for the numerical time integration. It is important to note that the 
time integration could also be accomplished in real space if a predictor­
corrector was used for the viscous terms. Periodic boundary conditions were 
used in the x and y directions and are automatically satisfied by the Fourier 
series. In the z direction the net velocity difference across the shear layer was 
satisfied by employing sine and cosine expansions. An equal mesh spacing was 
employed, and this is again consistent with the Fourier expansions and the use 
of fast Fourier transforms. The calculations required 4 s per time step and the 
results obtained for vorticity at three different times are shown in Fig. 9.4.2. 
In these results the time is scaled by 0.275 D.U/ZI/2. Riley and Metcalfe have 
shown these results to be in reasonable agreement with experiments and theory. 

Two-dimensional results were also calculated by Riley and Metcalfe using 
64 x 64 and 128 x 128 grids. They initialized the calculations as in the 
three-dimensional case but superimposed on the initial conditions the most 
unstable mode with wave length AF velocity solution obtained from linear 
theory. Results obtained for the vorticity at three times are the results shown 

*They use the form e ikx and e ily here. 
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Fig. 9.4.2 Lateral (y) vorticity in a (x, z) 
plane at various times T. (Courtesy of J. 
Riley and R. Metcalfe.) 

in Fig. 1.2 of Chapter 1. Note that the initial disturbance grows and rolls up 
into vortices. Needless to say these types of simulations, although somewhat 
crude, are beginning to offer meaningful simulations of a turbulent field with 
a mean flow . 
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Progress in direct simulations of turbulence can be expected to accelerate in 
the next few years as computers and memory cost decrease and it should be a 
significant period of advancement in the area. 
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PART III 

COMPRESSIBLE FLOWS 

General Comments on Compressible-Flow Calculations 

In the following two chapters the subject of compressible flow calculations is 
addressed. Chapters on viscous and inviscid flows are included along with a 
brief discussion on the special features of compressible flow. The amount of 
material in this field of computational fluid mechanics is large and we have 
attempted to abstract as much of the important work as possible. As a result, 
we have limited the details and the reader may find it necessary to refer to the 
reference material for the complete coverage of a specific calculation. 

Inviscid regions 
The calculation of compressible flows differs considerably from incom­

pressible flows. The first and most apparent change is the addition of a time 
derivative to the continuity equation as well as an additional unknown-the 
density. This addition simplifies the numerics of the problem by permitting 
direct solution for all flow variables. 

There is also the introduction of an additional parameter-termed Mach 
number-which characterizes the flow as subsonic, M < l, and supersonic, 
M> 1. As soon as the Mach number exceeds a magnitude of "one," com­
pressible flows can produce serious difficulty for the computational fluid dy­
namicist. The reason is that shock waves, strong rarefactions, sonic tines, and 
contact discontinuities begin to appear, and each of these quantities can intro­
duce a special numerical requirement. For example, the shock wave requires 
some type of damping to stabilize the calculation, and a sonic line in a steady 
flow introduces a saddle-point-type singularity in the flow equations which 
requires a special integration technique to obtain a solution (see Holt, 1977). 
Strong rarefactions tend to produce significant oscillations in finite-difference 
methods and contact surfaces (density jumps) can introduce similar phenomena 
in computations. 

The sonic line denotes another significant feature of inviscid compressible 
flow-the change from a subsonic elliptic-type flow to a supersonic marching 
or hyperbolic-type flow. The different nature of each of these types of flow 
regimes can in some cases make it necessary to consider methods for each in 
order to perform efficient computations. 
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Viscous regions 
Compressible flows also exhibit another feature which can make com­

putations difficult. This feature is that most compressible flows, with the 
exception of the very-low-density problems, exhibit large inviscid regions and 
limited viscous regions. Typically, however, the viscous-region computation 
requirements dominate the overall calculation due to grid resolution and time­
step requirements. The result is that in complete calculations the inviscid 
regions may be computed with viscous time-step requirements, and hence large 
computer costs result. The alternative is to split the flow into an inviscid flow 
and a viscous boundary layer. This, however, is not satisfactory in separated­
flow regions or regions of strong inviscid viscous interaction. Typically, these 
types of flow situations have lead to "patching" of the viscous and inviscid 
computations. This art needs improvement and a natural technique for this is 
to employ numerical inner and outer expansion concepts. Such an approach 
would be well suited for spectral solution methods where functional expansions 
are employed. The concept is to employ two separate solutions that overlap but 
which are computed for different scales. For example, the inner solution could 
include the full viscous equations and the outer solution could be for the 
inviscid flow. The solution of the outer and inner solutions could then be 
relaxed simultaneously with the inner solution serving as a boundary condition 
for the outer solution and the outer solution also serving as the inner-solution 
boundary condition. Note that these conditions are not necessarily applied at 
the same points in the inner and outer regions. Further discussions on these 
points of coupling can be found in LeBalleur et al. (1980). 

Noncontinuum problems 
Another and sometimes troublesome aspect of compressible flows is the fact 

that low-pressure rarefaction effects can enter into the calculations. The effects 
can lead to the solution of noncontinuum equations which can require lengthy 
and difficult calculation procedures. In this book, we have not included this 
area of research, but the interested reader is referred to Bird (1978) for a 
description of the state of rarefied-flow calculations. 

Artificial viscosity in compressible-flow solutions 
In the calculation of inviscid compressible flows, it can become necessary 

to include some type of damping to stabilize a calculation and to compute shock 
waves. Various approaches have been proposed ranging from the sophisticated 
"flux-correction" approach of Boris and Book (1976) to a straightforward 
artificial viscosity term of the form ex V2 f in the momentum equations. Most 
of the unsteady methods employed to integrate inviscid equations have some 
built-in damping and do not require the introduction of an additional term. 
Within the approaches available for finite difference, the flux-correction ap­
proach is interesting since it only applies damping in the region where it is 
required. Other methods apply damping in all regions and hence the artificial 
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terms gradually impact the solution. In a recent publication Zalesak (1979) 
presented a generalized form of the original Boris and Book flux-correction 
method, and this generalization makes the approach practical for multi­
dimensional application. However, it will increase the computer time of a 
calculation when the approach is used. The approach is simple in principle and 
states that one can compute a solution with damping or artificial viscosity and 
then subtract it out in the regions where it is not required for stability. This rule 
of course can be implemented in many different ways as the numerous publi­
cations of Boris and Book indicate. The problem is that there is no clear "best" 
approach. As a result, the problem solver must rely on his or her own decision 
as to what is best. Clearly, the minimum use of artificial viscosity terms is best. 

Turbulence terms 
In the incompressible-flow discussion, the various models and techniques for 

turbulent-flow calculations were discussed. The same approaches, in general, 
apply to compressible flow with the exception that one must also introduce a 
density fluctuation. This leads to the introduction of a number of new corre­
lation terms which can be kept to a minimum by using mass-averaged vari­
ables (Favre, 1965). One can close the equations at different levels of approx­
imation or proceed to complete simulation. The difficulty in this, however, is 
that with the exception of some boundary-layer models which limit analysis to 
one or two Reynolds stress terms, the closure models for compressible flows 
are not well developed. The result is that it is not possible to present a 
meaningful hierarchy of turbulence models for flows where density variations 
are important. Bradshaw (1977) has pointed out that for Mach numbers less 
than 5, the density-fluctuation terms are probably not important for most flows 
and the incompressible models could be employed. This is a general statement, 
and one should take care in applying the incompressible model. Unfortunately, 
right or wrong, if it is necessary to solve a nonboundary-Iayer engineering 
problem, one will have to rely heavily on the incompressible results. 

In addition to the closure models, there is, of course, the possibility of 
complete simulations. At this time, no such simulations are known to exist, but 
this would be a fruitful area of research. 

Due to the fact that the state of turbulence modeling in compressible flow is 
so highly concentrated on boundary-layer theory and the boundary-layer ap­
proximations are adequately covered in the text of Cebeci and Smith (1974), 
we will not deliberate on the the details in this book. 
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CHAPTER 10 

Inviscid Compressible Flows 

In the area of inviscid compressible flows there are a variety of practical 
problems that arise in everyday engineering applications. These include rocket 
nozzle flows, aircraft and missile engine inlet flows, reentry vehicle and rocket 
aerodynamics, blast fields generated by different types of energy release, and 
aircraft flow fields. One can, of course, continue the list, but these serve as 
examples whose discussion will adequately display the techniques for solving 
compressible-flow problems. 

The methods that have evolved and are used currently (for history see 
Taylor, 1974) for the solution of compressible flows fall roughly into three 
categories. The first is the unsteady method which is used to time integrate the 
flow equations both for unsteady and steady flows. This approach has been 
successful in overcoming many of the difficulties associated with shock waves 
and transonic regions. The second approach is the relaxation solution of the 
potential flow equations for transonic flows and the third approach is marching 
techniques for integration of the steady equations of supersonic flow. At this 
time, these approaches are based principally on finite-difference methods. 
Some work on finite elements has been accomplished (Bristeau et al., 1978; 
Bristeau, 1977; Periaux, 1975; Chan et aI., 1975; Fletcher, 1977, 1979) but 
these approaches have not been developed to the extent of the other ap­
proaches. Due to the nature of transonic flows, it is not at all clear that the 
finite-element approach will be optimum for calculating cases when a flow has 
mixed subsonic-supersonic regions. The reason is that the finite-element meth­
ods tend to give difficulty in computing both hyperbolic and elliptic flows in 
one problem because of the inherent central-difference approximation of deriv­
atives. This can be controlled by introducing artificial viscosity-an approach 
taken by Bristeau et al. (1978)-but more study is required to arrive at an 
optimum scheme. Spectral methods have not yet been applied because of 
difficulties with shock waves. In Chapter 3, we pointed out at least one 
approach to overcome the problems for the pseudo spectral approach. As a 
consequence, one can expect to observe spectral-method applications in com­
pressible flows to appear in the near future. 

In the solution of inviscid problems there are two main types of difficulties. 
The first is the subsonic free-stream case where the flow initially is subsonic 
and is accelerated to a supersonic condition by some flow disturbance. The 
second is a supersonic free stream that is slowed or shocked down by some type 
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of body. Both of these problems are transonic in principle, but a significant 
difference between the two is the elliptic nature exhibited by the subsonic 
free-stream case at steady state. As a consequence, subsonic flows for steady 
situations can become sensitive to the prescribed boundary conditions and yield 
difficulty in their solution. This fact has seemed to limit the acceptance of 
unsteady finite-difference methods for solution of such problems since these 
methods tend to generate waves that propagate outward and reflect from the 
boundaries into the calculated region. Therefore, the user of an unsteady 
method for Moo < 1 must be aware of this phenomena in order to eliminate 
uncertainty in the results at long times. Magnus and Yoshihara (1970, 1975), 
Grossman and Moretti (1970), and Masson and Friedman (1972) noted this 
problem in transonic studies. 

One other area that is important in the solution of inviscid problems is the 
use of mapping to generate grid systems for nonregular geometries. This 
approach has grown in importance and has made the previous arguments for the 
use of finite elements to compute complex geometries less appropriate. In the 
examples which follow, mapping techniques have played a strong role in 
making the calculations practical. The improvements have mainly been with 
finite-difference applications, but the use with spectral-type approaches will 
greatly enhance the usefulness ofthe spectral approach in complex geometries. 
Having presented comments on boundary conditions and mapping methods, we 
next proceed to the discussion of the application of the steady and unsteady 
methods and their applications. 

10.1 Application of Unsteady Methods 

The general procedure employed in solving inviscid problems by unsteady 
methods advances in the following fashion. 

Step I: 
Write the inviscid nonlinear equations in the form 

aj + aF + aG = ° 
at ax iJy 

(10.1.1) 

as defined in Chapter 1. 

Step II: 
If the geometry is irregular, develop a numerical or analytical mapping of the 

geometry to a regular condition such as a cylinder, rectangle, or flat plate. In 
two dimensions this can usually be accomplished by construction of the poten­
tial solution for the geometry at hand. Such a solution can be constructed by 
a variety of methods ranging from the panel methods discussed earlier to the 
well-known Schwarz-Christoffel transformation. A rather general computer 
program for this has been developed by Thompson et al. (1974) and the 
technique can be implemented by following their reports. 
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Step III: 
Transform the original equations of Step I into the new coordinate system 

either analytically or numerically as you perform the computation, or use a 
discretization technique based on the equations kept in Cartesian coordinates 
(for example, finite volume or finite-difference scheme of Section 11.4.2). 

StepN: 
Apply the unsteady method of choice to integrate the equations forward in 

time subject to the inviscid flow-boundary conditions of no flow normal to the 
surface and a prescription of the appropriate free-stream conditions. 

For an explicit scheme, the time integration proceeds in the same manner as 
solution of a first-order differential equation. However, if one decides to 
employ an implicit scheme, it will be useful to split the equations into two 
unsteady problems; i.e., one in each direction as employed in the example of 
Section 6.4. The solution of the split equations will depend on the nature of the 
method employed. If the unknown in each equation forms a set of the points 
i + 1, i , and i -1, then the factorization method described in Chapter 2 can be 
used to directly solve the equation set. However, if the set extends pointwise 
beyond i + 1 or i-I, a technique such as the conjugate-gradient method (Ker­
shaw, 1978) should be employed. Other solution approaches can be used but 
indications at this time are that a preconditional conjugate-gradient approach is 
exceptionally efficient (Koshla and Rubin, 1981). 

In performing calculations, one can fit shock waves as proposed by Richt­
myer and Morton (1967), and by Moretti (1974) but this seems very time 
consuming and tedious for complicated flows. Of course, this will yield the 
most accurate solution, but for many engineering applications shock capturing 
(or smearing) by addition of some artificial viscosity appears preferable. If 
accuracy is required, shock capturing as the first step can be employed. 

Before displaying some examples of the unsteady approach, it is important 
to provide comment on integration of the energy equation for those interested 
only in steady-state cases. For such problems one can use the constant-total 
enthalpy assumption (valid at steady state only). For shockless flow or with 
weak shock one can employ the constant-entropy assumption-i.e., prxpY 
(valid for both steady and unsteady flow). Both of these assumptions avoid time 
integration of the energy equation and lead to converged correct solutions. A 
complete study ofthese approaches was made by Viviand and Veuillot (1978). 

For external flows, one may also wish to employ inner and outer expansion 
concepts to simplify the boundary-condition application and reduce the solu­
tion time. For those cases when such concepts can be utilized one must look 
for either an analytical or simplified numerical solution for the far field of the 
flow (see Murman and Cole, 1971; Euvrard and Tournemine, 1973). This 
result can be used as the boundary condition of the nonlinear calculation instead 
of the free-stream conditions. This approach frequently will reduce the com­
puter time by reducing the size of the region that must be covered by a grid. 
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Holt and Masson (1971) used this type of approach in their studies of transonic 
flow by integral methods. 

In addition to the boundary condition, one must also take care to apply 
reasonable initial conditions to start the calculations. Grossman and Moretti 
(1970), for example, found that an impulsive start tended to make transonic 
calculations unstable while a ramped or gradual start worked reasonably well. 

10.1.1 Finite-difference solutions 
10.1.1.1 Examples for Moo < 1: There are a number of examples of the appli­
cation of unsteady methods t to solve problems with Me< < 1.0. Obviously it is 
not possible to present them all, but three examples which display the general 
capabilities of the approach are shown. The first example is a study of a nozzle 
flow performed by Chang (1980). Chang employed the MacCormack method 
with fourth-order damping to integrate the nonlinear inviscid equations to a 
steady state. The damping is added to the corrector step of the scheme and has 
a form 

D;,j = -al[f;+2,j + f;-2,j - 4 (f;+l,j + j;-l,j) + 6f;,J 

-a2[f;,j+2 + f;,j-2 - 4 (f;,j+l + f;,j-l) + 6f;J 
(10.1.2) 

where al and a2 are damping coefficients taken to be 0.01. In addition, the 
mapping approach of Thompson et al. (1974) was used to generate the grid 
system. As mentioned earlier, this mapping amounts in principle to generating 
streamlines and potential lines for the nozzle. Chang studied the three geome­
tries shown in Fig. 10.1.1 and employed the grid shown for each figure. The 
upstream conditions were obtained from rocket-engine combustion calcu­
lations and the downstream condition was supersonic extrapolation. Chang was 
able to successfully compute all of the flows for both gas and gas-particle cases. 
The calculations were for direct application to engineering evaluations and 
proved very useful. 

The nozzle flow represents a classic internal flow. A classic external flow is 
the two-dimensional airfoil problem. The literature has a number of unsteady­
method solutions to airfoil problems and we make no attempt to recount these. 
Instead, we have selected an example that demonstrates the type of result that 
can be expected. The result is for an NLR 7301, 16.5% thick airfoil computed 
by Magnus (1978) using a two-step method (Thommen, 1966) to solve the 
complete nonlinear Euler equations in conservative form. An artificial viscosity 
was also employed. The calculation used 5000 nodes arranged with different 
grid densities. A fine mesh was used around the nose. A regular square mesh 
of 0.04 chord thickness was used near the remainder of the airfoil and the mesh 
was made coarse to extend the calculation several chord dimensions away from 
the body. The tangency body conditions and upper and lower pressures, as well 

tSee Sections 2.7 and 2.S. 
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Fig. 10.1.1 Geometries and grid system for finite-difference solutions of the Euler equations by Chang 
(Courtesy of I. Chang.) 

as flow directions, were satisfied using a Euler predictor, simple-wave-correc­
tor condition given by Abbett (1973). The outer boundaries were located 7.0 
chords upstream and downstream and 10.4 chords in the vertical. On these 
boundaries a doublet and vortex condition along with the free stream were 
imposed . The calculations took about 2400 cycles or 580 s of CDC 7600 time 
to start achieving stable solutions, and steady state was reached after about 



~ ___ N_L_R __ 73_0_1 ___ ~ 
0.0 0.5 
Fig. 10.1.2 NLR 7301 airfoil. 

I 
x/c 

I 

1.0 

-2.0 ~--------------~--------~------~--------
o 

~ 

/tY ~00r:-. 0l ~ t-'f'~ e. 0 .aT~"""'" 

o 

l 
-1. 0 

* C 
P 

y 
+ 

EULER SOLUTION 

-+-+--BAUER AND KORN POTENTIAL SOLUTION 

o .2 .4 .6 .8 1.0 
x/c 

Fig. 10.1.3 Pressure distribution on NLR 7301 airfoil for Mx = 0.7 and angle of attack ex = 3.0°. 
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2200 s of computing. The airfoil shape and the resulting pressure distribution 
are shown in Figs. 10.1.2 and 10.1.3. Note that the free-stream Mach number 
was Moo = 0.7. The results shown are also compared with a potential solution 
by Bauer et al. (1975) developed by steady methods. The results agree closely 
except near the base of the shock wave. In concluding discussion of this 
example, it is important to note that in these types of calculations, at long 
times, the reflection of small disturbances due to flow relaxation can create 
problems with the calculations. 

The last Moo < 1 example of unsteady transonic applications to be discussed 
is the use of the constant-total enthalpy and constant-entropy assumptions to 
reduce the calculation complexity for steady flows. These two approaches were 
used to compute flow at various Mach numbers for a variety of shapes by 
Viviand and Veuillot (1978) (see also Section 11.4.2). For the Moo < 1 appli­
cation they examined the flow over a circular profile placed in a channel. The 
profile is a semicircular profile of 8.4% thickness and the distance between the 
centerline of the profile and the channel wall was taken to be 2.073 times the 
chord dimension. A grid system that conformed to the wall shape of 81 x 26 
points was employed. For the boundary conditions, the upstream was assumed 
parallel at the wall with a Mach number of 0.85. The pressure for this condition 
was imposed as the upstream condition. For the downstream, it was assumed 
that P2/poo = 0.6235. Figure 10.1.4 shows the results obtained for lines of 
constant Mach number. The constant-total enthalpy results utilize the steady 
state h + ~ q2 = ho for an energy equation. The constant-total enthalpy­
entropy results also use p / p 'Y = const. Using both an enthalpy and entropy 
equation will determine two unknowns but two other equations are required to 
determine the other unknowns. These are continuity and some form of a mo­
mentum equation. Viviand and Veuillot used the continuity equation and a 
momentum equation written in terms of a flow angle () in the form 

when tan () = v / u and w is the vorticity. 
This equation was derivable because of the initial assumptions. It may be 

possible, however, to employ other forms for the momentum equations that 
work better. The figures show that the constant entropy-total enthalpy results 
tend to be oscillatory near the shock. It may be that changing the form of the 
momentum equation employed could help the results. 

To this point we have briefly outlined some two-dimensional solutions with 
free-stream Mach numbers less than 1 obtained by using the unsteady 
finite-differences approach. We next consider solutions for a supersonic free 
stream. 
10.1.1.2 Examples for Moo > 1: The use of unsteady methods for supersonic 
free streams is primarily for the computation of unsteady flow or steady flows 
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-0,85 

(b) 
1,1 

Fig. 10.1.4 Flow lines of constant mach number for flow past a profile in a channel at M. = 0.85. 
(Courtesy of H. Viviand.) AM = 0.25, elc = 8.4% and hie = 2.073. (a) Results from constant total 
enthalpy method; (b) results from constant total enthalpy and entropy. 

with embedded subsonic regions. For supersonic flows with no subsonic re­
gion, steady marching methods should be employed. These are discussed in the 
next section. 

A significant advance in the computation of compressible flows occurred 
when the application of unsteady finite-difference methods to Moo > 1 flows 
occurred. The work of Bohachevsky and Rubin (1966) was a significant mile­
stone in this area. These authors employed the highly damped method of Lax 
(1954), which we have not discussed, to solve the inviscid Euler equations for 
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flow past a blunt body. Next came solutions by Moretti and colleagues using 
schemes suggested by Lax and Wendroff (1960, 1964) and, successively, by 
the MacCormack method (1969). Simultaneously, solutions were developed 
by Rusanov (1968, 1970) using his own techniques. 

The solution by the Lax-Wendroff, MacCormack, and Rusanov methods 
worked satisfactorily for flow past bodies with fairly regular flows such as a 
sphere cone, but they have a tendency to fail for complicated flow geometries 
such as the indented body shown in Fig. 10.1.5. Recently, however, Moretti 
(1978, 1979, 1980) has published a method called the A scheme which seems 
to work very well for both steady and unsteady supersonic flow problems. This 
scheme relies strongly on the physics of the problem much like the Godunov 
cell method. Moretti, in his development, clearly points out why the schemes 
tend to fail in the supersonic problems. The reason simply is that such schemes 
use fixed rules for constructing finite differences which on occasion do not 
adequately account for the physics of signal propagation in a hyperbolic prob­
lem. Recognizing this fact, Moretti set up a method that examined character­
istic directions and selected difference formulas to approximate the flow equa­
tions depending on the behavior of the characteristics. Although not stated 
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Fig. 10.1.6 Isobars computed by Moretti for flow past an indented axisymmetric body (M~ = 12). 
(Courtesy of G. Moretti.) 

explicitly in publications, this also is exactly the procedure employed in the 
Godunov method and perhaps is the reason for its success. 

Moretti's procedure was to write the inviscid flow equations in the form 
which in characteristic methods would be called the compatibility equations, 
and if they are integrated along characteristic directions they are reduced to 
ordinary differential equations. Moretti, however, did not impose that the 
equations hold only along characteristics. Instead, he employed the com­
patibility equations in their general form. He then introduced a splitting of the 
equations. The resulting equations were finite differenced and solved subject 
to differencing selection rules based on characteristic directions. Moretti's 
formulation makes incorporation of boundary conditions more efficient and 
tends to give better accuracy as shown by Abbett (1973). The significance of 
the method is that it will compute flows such as the one shown in Fig. 10.1.5, 
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which before could only be computed by the Godunov approach. Moretti has 
applied the method to computation of flow past blunt bodies and flow past 
supersonic aircraft configurations. The isobars obtained for flow past an ablated 
shape are shown in Fig. 10.1.6. The flow Mach number was 12 and the grid 
employed 30 intervals along the body with 15 intervals between the shock and 
body. The grid was constructed by conformal mapping using a program devel­
oped by Moretti (1977). Moretti applied the scheme to compute steady super­
sonic flow past a complex aircraft configuration and the results are discussed 
in the section on steady Moo > 1 flows, Section 10.2.2. 

For smooth flows one can employ the method proposed by Moretti or the 
well-tested MacCormack scheme to integrate the inviscid flow equations and 
expect to obtain good results. For steady flows one can also replace the 
unsteady energy equation by the steady constant-total enthalpy equation and 
expect good results. Viviand and Veuillot (1978) (see also Section 11.4.2) 
followed this approach for flow past a sphere at Moo = 3.0. The results obtained 
for pressure and Mach number profiles as well as the mesh employed are shown 
in Fig. 10.1. 7. A mesh of 41 x 21 points was used, but it was later found that 
a 21 x 21 mesh was adequate. 

The two displayed examples are what the authors consider as good 
finite-difference method prediction of supersonic flows by unsteady methods. 
This area unfortunately has not been fully developed for computation of arbi­
trary shapes. Most of the past approaches that have been demonstrated for 
sphere cone geometries unfortunately fail for more complicated shapes. Mor­
etti, however, appears to have overcome the problem. More tests of his method 
would be desirable. 

10.1.2 Cell and finite-volume solutions 
In Chapter 3 we outlined the cell methods of Godunov and Glimm and the 

finite-volume approach. Recall that the Godunov method is basically a 
predictor-corrector unsteady method. The predictor step consists of solving 
local Riemann problems at each cell boundary to obtain the flow variables and 
hence fluxes. These fluxes are then combined with the finite-differenced flow 
equations to obtain the new time values in each cell center. The Glimm method 
is similar in that it uses the same predictor as the Godunov approach. However, 
it uses a random choice of the Riemann solution to estimate values at the cell 
boundary. The corrector step differs significantly because the mean flow equa­
tions are not employed. Instead, the Godunov predictor is reemployed to obtain 
the values of the flow variables at the cell centers. The Riemann problem is 
solved for a plane located at the cell center for the states previously calculated 
at each cell boundary. Again, random choice is applied to the Riemann prob­
lem to select the values to be applied at the cell center. In one dimension this 
approach appears to work well; however, in two and three dimensions it is not 
clear that the optimum procedure for application is fully developed. In the 
following discussion we will outline the progress made with Glimm's method 
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Fig . 10.1 .7 Flow past a sphere, M. = 3.00. (Courtesy of H. Viviand.) 

as well as with the Godunov approach for both steady and unsteady flows. Also 
we present some results obtained by a finite-volume approach. 

In compressible-flow calculations one of the most successful approaches for 
computing inviscid flows with complex shock-wave structure or extreme gra­
dients has been the cell method proposed by Godunov (1959) . This method 
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invariably succeeds in computing a flow when most methods based on a Taylor 
series development fail. The success of the method appears to be based on two 
principal facts. First, the method utilizes the local physics of the problem, i.e., 
the local characteristics. Secondly, the method appears to have sufficient 
damping to overcome the tendency of strong gradients to destabilize a calcu­
lation. 

In Chapter 3 the principles of the Godunov method were given for one 
dimension. The application to two-dimensional problems uses the same prin­
ciples combined with splitting. As a consequence, the basic flow to be com­
puted is divided into cells which mayor may not be rectangular. At each cell 
boundary plane the one-dimensional Godunov formulas are applied to deter­
mine the fluxes on the boundary. These fluxes are then used to approximate the 
spatial fluxes in the inviscid flow equations. The resulting equations are then 
integrated forward one time step. Note that this procedure applies to the 
original Godunov method. There are, however, higher-order Godunov ap­
proaches as discussed by Holt (1977) and VanLeer (1979). These im­
provements have met with mixed success. The best results seem to have come 
from a recent combination of the improved Godunov scheme, proposed by 
VanLeer, and Glimm method. The approach is being developed by Glaz and 
Colella (1980), and unpublished results indicate that the approach works well 
for strongly shocked flows. Unfortunately, complete details of the work are not 
available at this time. They should, however, appear in the literature in the near 
future. As a result of these facts, we will limit the discussion to the original 
method. It will be interesting in the future to compare the different Godunov 
scheme results. In the discussion which follows we discuss the application of 
the Godunov and Glimm methods to both Moo < 1 and Moo > 1 cases. We begin 
with the subsonic cases. Note that both unsteady- and steady-state cases are 
included. 
10.1.2.1 Examplesfor Moo < 1: For subsonic free streams there are basically 
two classes of problems. These are flow past or within configurations and flows 
expanding into ambient conditions. An example of the first case is transonic 
flow past a body or airfoil. Masson and Friedman (1972) applied the Godunov 
method to compute transonic flow past axisymmetric shapes. These authors 
solved the axisymmetric equations using a body-oriented grid system and 
analytical far-field solutions for the free-stream boundary conditions. A typical 
result obtained for an axisymmetric ogive-cylinder flow is shown in Fig. 
10.1.8. Also shown is the calculated pressure compared with experiment. As 
can be seen, the results appear reasonable, but the computations were rather 
lengthy and took a large number of time iterations to converge. 

Other studies of subsonic free-stream problems include the solution by 
Taylor and Lin (1980) of the flow from the muzzle of a gun and the solution 
by Reddall (1980) of the flow produced by the launch of a Titan missile. In each 
of these studies the Godunov method was employed to solve the two-
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Axial Coordinate - x/L 
Fig. 10.1.8 Surface pressure for transonic flow past a tangent ogive-cylinder computed by Masson and 
Friedman (1972), Mx = 0.9. 

dimensional unsteady inviscid equations. The muzzle blast problem which was 
solved is shown in Fig. 10.1. 9. Here the flow from the gun barrel was pre­
scribed along with the velocity of the shell leaving the muzzle. The flow 
resulting as the gun empties into the ambient atmosphere is computed. The 
principal difficulty with the calculation occurs because thl! pressure ratios 
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Fig. 10.1.9 Muzzle blast flow calculation geometry. 
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between cells can be larger than 100 to 1. This occurs as the flow expands near 
the axis of symmetry and near the edge of the gun muzzle. A typical flow result 
computed by Taylor and Lin for an M16 rifle with no shell in the flow was 
shown in the Introduction. The results obtained for the expanding blast-wave 
position and the comparison with experiment are shown in Fig. 10.1.10. 

A calculation with less rigor, but with interest because it displays the 
flexibility of the unsteady approach for quick looks, is the simulation by 
Reddall of a Titan III missile launch. Reddall used the Godunov approach with 
a rectangular grid system and computed the flow exhausting from the missile 
into a launch duct. The simulation was two-dimensional and a visualization of 
the flow patterns computed was shown in the Introduction. We make no 
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Fig. 10.1.10 Comparison of muzzle blast predictions with data of Schmidt and Shear (1974). 

attempt to analyze this calculation, but it serves as a good example of how the 
unsteady approach can be applied to examine complex flow geometries where 
measurements are difficult to obtain. 

So far only the Godunov cell method has been discussed, but is important 
to indicate the present state of Glimm's method which appears to have promise 
for the future. The method has been studied by Chorin (1976, 1977), Sod 
(1978, 1980) Collella (1978), and Glaz (1979). The findings at this time seem 
to leave some question on the general usefulness of the Glimm method for 
two-dimensional flows with strong shock waves present. Glaz attempted to 
apply the method to compute flow over a blunt body in a supersonic flow and 
found that the method did not perform well. Colella in his work alludes to a 
problem in handling shock waves and suggests introducing an artificial damp­
ing to eliminate the difficulty. Clearly more work is needed in this area before 
one can display definitive two-dimensional results. For weak waves, as in 
combustion engines, Sod (1980) has made the method work successfully. 

In addition to the Godunov and Glimm methods, there has been another 
recent finite-volume approach successfully applied to compressible flows. The 
scheme was developed and applied by Lerat and Sides (1981) to compute 
transonic flow past an airfoil. The scheme is straightforward in computing the 
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flux tenns at the cell boundary but differs from the Godunov and Glimm 
approaches in that mathematical averages involving both space dimensions are 
employed at each boundary rather than only one direction. The general scheme 
is as described in Section 3.7. It is applied in predictor-corrector fonn. The 
predictor predicts the flux values at the original cell boundary and the corrector 
yields the values at the original cell center, Fig 3.7.1. The predictor is obtained 
by shifting the cell by 1 /2 a cell width so that the original cell boundary is at 
the center of the predictor cell. The method of Section 3.7 is applied to each 
predictor cell. The following flux tenns are used for the right-shifted cell 

H~'B' = F7+I,j LlYA'B' - G7+I,j LlXA'B' (10.1.3) 

Hi,c' = +!(F7,j + F7+I,j + F7+I,j+1 + F7,j+l) LlYB'C' (10.1.4) 

-!(G7,j + G7+I,j + G7+I,j+1 + G7,j+l) LlXB'C' 

Note that A' -B' and C' -B' are the coordinates (Fig. 3.7.2) of the shifted cell not 
the original cell. The original cell is centered at (i ,j). The right predictor cell 
is centered at (i +~ ,j). The flux expressions for boundaries C' -D' andD' -A' are 
analogous except the indices are shifted. Note that in these expressions the 
fluxes in the direction of shift, i.e., i to i +~, are simple but in the other 
direction, i.e. ,j +~ andj -~, there are averages over four cells. Again note that 
if the cell is shifted in j rather than i the simple fluxes are then HB,c' and HD'A' 
and the average fluxes are HA'B' and HC'D" From these facts one can construct 
the predictor fluxes for the other predictor steps. The predictor fluxes are 
employed in the time-integration equation for each of the four shifted cells. For 
the i +~ ,j boundary, Lerat and Sides employ the relationship 

~(Si+I,j + Si,j)!7:r/2,j = ~(Si,J7,j + Si+I,J7+I,j) (10.1.5) 

-ex Llt(HA'B' + H'B,C' + H~'D' + H~'A') 
where ex is the fraction of the time step employed for the prediction and Si,j is 
the area of the cell centered at (i ,j). 

For the corrector step, the cell is centered at (i,j) and the flux tenns on the 
boundaries A -B and B -C are chosen to have the fonn 

HAS = 2~ [(ex - ~)(F7+I,j + F7,j) + F7:r/2,j] LlYA8 

- 2~ [(ex - ~)(G7+I,j + G7,j) + G7:r/2,j] LlXA8 (10.1.6) 

(10.1.7) 
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where F;~r/2 ,j = F(f;~r/2,j) and similarly for G. By shifting indices one can 
obtain the flux terms for the boundaries C -D and D-A . For the corrector time 
integration, note that the time step is At and not a At; therefore the time 
integration takes the form 

Si,d;,:' = Si,d;,j - At[RAB + RBC + RCD + RDA ] (10.1.8) 

In the calculations, a was selected to be 1 + Vs/2 which corresponds to the 
optimum value for an equivalent finite-difference scheme (Section 2.7.1) in 
one dimension. Note also, for a uniform grid, the finite-volume approach 
reduces to the finite-difference scheme (2.8.9) with all parameters equal to 1/2 
except a (Thommen's type scheme). Lerat and Sides (1981) calculated the flow 
over an NACA 0012 airfoil at Mach 0.8 with an angle of attack of 1.25 0 as 
shown in Fig. 10.1.11; the computations were performed with 298 x 34 cells. 
The resulting pressure distribution is shown in Fig . 10.1.12. Figure 10.1.13 
shows the lines of constant Mach number which were computed. Figure 

Fig. 10.1.11 NACA 0012 airfoil and grid system employed by Lerat and Sides (1981) . 
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Fig. 10.1.12 Pressure distribution for NACA 0012, M~ = 0.8, Cl = 1.25°. (Courtesy of A. Lerat and 
J. Sides.) 
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Fig. 10.1.13 Lines of constant mach number, Moo = 0.8, a = 1.25°. (Courtesy of A. Lerat and J. 
Sides.) 

10.1. 14 shows the constant-entropy lines . The results obtained indicate that the 
method yields very satisfactory results. 
10.1.2.2 Examples for Cell Method Moo > 1: The use of the unsteady ap­
proach to solve supersonic free-stream problems has met with great success . 
This approach in fact was a significant advance in the solution of problems with 
embedded subsonic regions . A paper by Bohachevsky and Rubin (1966) 
seemed to be the start of this advance. 

The application technique follows the same pattern as for the Moo < 1 cases 
except boundary conditions are not difficult to introduce. For efficiency, one 
may want to fit shock waves that bound the flow region being calculated. This 
approach was employed by Taylor and Masson (1970, 1974) and Masson et al. 
(1969, 1971) in a variety of blunt-body flow studies . Both finite-difference and 
cell methods have been successfully employed in the computation of super­
sonic flows. 



10.1 Application of Unsteady Methods 287 

1'-- ~~_1 ___ _ 

~- ~-- -------------------
t=: - --

--
"'--

~..--...O~.O~O=1 ~==-::.' ~_ ~:1:r---::---__ ~~-;-c-::-- _~~ 

Fig. 10.1.14 Lines of constant entropy, Mx = 0_8, IX = 1.25°. (Courtesy of A. Lerat and J. Sides_) 

For the calculation of flows with supersonic free streams and embedded 
subsonic regions, the cell methods have been very successful-the most suc­
cessful being the Godunov method. This approach was applied by Taylor and 
Masson to compute a variety of flows past blunt bodies in a supersonic stream. 
To date, this approach is the only method that has successfully predicted, 
without difficulty, complicated flows with embedded shock waves, contact 
surfaces, and sonic lines. The ,\ scheme of Moretti, however, may become 
competitive. As a result we will outline briefly how the method can be applied 
to obtain the solutions. With possible improvements as suggested by VanLeer, 
the approach may become optimum for solving complicated supersonic flow 
problems. It is important to note that for steady supersonic flows without 
subsonic regions, it is not wise to employ an unsteady integration since the flow 
in the steady case is already hyperbolic and can be marched. The steady 
equivalent of the Godunov method has not been developed for compressible 
flows and, therefore, the unsteady Godunov approach at this time is not opti­
mum for computing large steady domains that are totally supersonic. The 
extension of the Godunov method to steady supersonic flows could be a useful 
research effort. 

The application of the Godunov approach to computations of flow past 
bodies can be accomplished by using a time-varying mesh that adapts to the 
body and the shock shape. For two dimensions or axisymmetric flows, such a 
system is shown in Fig. 10.1.15. 

The cell coordinates are formed by first introducing a set of rays that are 
approximately normal to the body surface. Each ray is characterized by the 
angle, Oi, which it forms with the symmetry axis. Each ray is then divided into 
equally spaced segments between the body and the external bounding shock. 
The distance along the ray , i , from the axis of symmetry to the cell coordinate 
j is denoted by li,j ' The difference equations for each cell are derived by 
integrating the inviscid equations over the volume of the cell. The resulting 
expression can be written in the form 

d t (1'i)A) + di(Hs)(j,t) + dj(Hs)(i, t) + (QA) = 0 (10.1.9) 
t Y (i ,j,t) 
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Fig. 10.1.15 Cell coordinate system for application of the Godunov method. 

where 

= rpu(qNP~q~N) :N~ sin oj 
H PV(qN - VN) + P cos 0 ' 

pE + p 
6.J = tV+l - tv for v = i,j, t 

Q ~ r ~;E + p / p) J 
E = e + ~(U2 + v 2) 

and the symbol (i ,j) denotes the average over the interval ito i + 1 andj toj + 1 
defined by f(i,i) = fIt dx dy / A. Similarly, the symbol (j, t) denotes the aver­
age over the intervals j to j + 1 and 6.t . For the boundary under consideration, 
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Fig. 10.1.16 Cell-boundary wave-pattern 
geometry for the Godunov method. 
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the quantity qN denotes the velocity of flow normal to the boundary and VN is 
the normal velocity at which the boundary is moving. A is the area of the mesh 
element and s is the arc length of the boundary under consideration. * 

The finite-difference equations describe the behavior of the space-averaged 
flow variables f(i ,j ) , in each cell. In order to solve the difference equations , it 
is necessary to relate the values of the boundary fluxes , H (j , t ) and H (i ! \ • to the 
averaged cell flow variables , A j). The basic concept for relating these quan­
tities is the Godunov procedure. The procedure is to consider each boundary 
of a cell as a one-dimensional initial value (Riemann) problem and utilize the 
averaged-flow quantities of the cells on each side of the boundary for the initial 
states . The value of the flux H (i ,t ) or H IJ,t ) is then determined in the following 
manner. 

The one-dimensional problem is posed so that the cell boundary is the 
reference point for all waves resulting from the initial discontinuity. The 
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step calculation by the God­
unov method of inviscid 
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typical wave pattern is shown in Fig. 10. 1. 16. The strengths and velocities of 
the waves are calculated from the relationships given in Chapter 3. 

The method described was employed to compute flow past a blunt bell shape 
with a nose radius 4/10 the base diameter. The free-stream Mach number for 
the calculation was 8.0. Steady-state (1200 time-step) results are shown in Fig. 
10.1.17. Note that the flow exhibits a number of significant singularities that 
will create extreme difficulty with most solution methods. For example, 
observe the embedded supersonic region, the triple point, and the contact 
surface . Each of these are known to be trouble spots in supersonic flow 
calculations. The surface-pressure distribution for the calculation is shown in 
Fig. 10.1.18, where the impact of the secondary shock on the surface can be 
seen . 

A similar calculation to the blunt bell-shaped body was also conducted on 
a body for which the flow was known to oscillate. The result for the shock­
wave position is shown in Fig. 10. 1. 19. The difficulty with this calculation was 
that the method tended to damp the oscillation at long times. The oscillation 
was a real flow condition and was confirmed experimentally by Holden (1975). 
The pressure distribution for the problem as computed by the inviscid calcu­
lation and a viscous solution to the same problem are shown in Fig. 10.1.20. 
The approach was also applied to compute flows past bodies with surface 
injection (Masson and Taylor, 1971). 

The results displayed thus far for cell methods have considered only the use 
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Fig. 10.1.18 Surface-pressure distribution from indented-body calculation. 
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Fig. 10.1.19 Oscillating flow pattern for an indented body by Godunov's method. 
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of the Godunov approach. Other cell methods which yield equivalent two­
dimensional results are not known to be available at this time. The method of 
Lerat and Sides (1981), however, may be useful. There are prospects of an 
improved Godunov method as indicated earlier but the results are not yet 
available for publication. 
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10.2 Steady-Flow Methods Using Finite-Difference 
Approaches 

The computation of steady compressible flows by steady methods has advanced 
considerably in two areas. These are finite-difference potential flow solutions 
for Moo < 1 and finite-difference marching solutions for Moo > 1. The potential 
flow solutions have been developed principally for transonic airfoils and clearly 
have replaced unsteady solution methods in terms of efficiency. The limitation, 
of course, is in the irrotational flow and constant-entropy assumption which 
becomes less correct as Moo approaches l. For 0.7 S Moo S I, the potential 
solutions at this time look like the best approach for solving steady-flow 
problems. Finite element or spectral methods could impact this in the future by 
yielding solutions to the nonlinear Euler equations, but at this time 
finite-element, spectral, and unsteady methods do not appear to be as efficient 
as the potential flow solutions. We now tum to the description of the potential 
solution approach. 

10.2.1 Examples for Moo < 1 
The research in solution of compressible flows for Moo < 1 has evolved 

toward solution of the potential formulation of flow by relaxation methods. The 
formulation is straightforward. One has the continuity, energy, and potential 
definition equations which take the form 

apu + apv = 0 
ax ay 

2 

~P.. +!L = ho 
y-lp 2 

acP acP u =-
ax' 

v =-
ay 

(10.2.1) 

(10.2.2) 

(10.2.3) 

where q = V U 2 + V 2 • Also required is the nondimensional state relationship 
which for isentropic flow is p / poo = p'Y where poo = 1/ yM ~. The resulting 
equations in rectangular coordinates when combined are 

a a 
ax (PcPx) + ay (PcPy) = 0 (10.2.4) 

2 2 (y-1) 2 
C = Co - --q 

2 

p'Y- 1 = M~c2 
and c is the sound speed defined by c = V'YP / p . * In order for the solution of 

*The subscripts x and y denote derivatives. 
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these equations to proceed properly in both the subsonic and supersonic re­
gions, one must apply the proper finite differencing. If one uses central differ­
ences for subsonic regions these must be converted into forward or backward 
differences for stable supersonic flow calculations. This was pointed out early 
on by Murman and Cole (1971). An alternative to this concern, however, is to 
use central differences and an artificial viscosity term which automatically 
switches the differencing as the Mach number exceeds 1. This is the approach 
now employed by most researchers since it automates the calculation. 

The artificial viscosity term that is usually added to the right-hand side of the 
continuity equation has the form 

~ (AXIL I u I iJp) + ~ (AYIL I v I iJp) 
iJx iJx iJy iJy 

where IL is an artificial function that can be used to tum the viscosity on or off 
based on the Mach number. Jameson (1975) employed the form 

IL = const X max (0, 1- ~2) 
which turns the viscosity off for M < 1. It is important to note that there is no 
uniqueness to this approach and possibly another form would work equally well 
or better. 

This approach stabilizes the flow both for switching from subsonic to super­
sonic regions as well as in the presence of shock waves. Once the differencing 
is established one then is faced with solving the resulting algebraic equations. 
At this point there are two approaches that one can take. First, one can attack 
the problem head-on and develop a solution to the complete equations. Second, 
one can reduce the complexity and employ the small disturbance equations in 
the classical manner for transonic flow. A solution to the reduced set is then 
developed. Both procedures have been followed. Jameson (1974, 1975, 1979), 
Caughey and Jameson (1977a,b, 1979a,b), and Chattot and Coulombeix 
(1978) have addressed the full nonlinear problem while Murman and Cole 
(1971), Boppe and Aidala (1980), Boppe and Stem (1980), Ballhaus (1972, 
1978), and others (see Schmidt, 1978) addressed the reduced case. Among all 
the studies the struggle is to improve the speed of solution. At this time there 
appears to be no ideal approach to this. South and Jameson (1973) have 
employed a multiple-grid approach (Appendix B) to speed up the solution, and 
a variety of relaxation techniques have been employed to solve the algebraic 
equations. Interestingly, the conjugate-gradient method (Appendix C) with 
factorization seems not to have been exploited in this area. Because of the 
variety of methods employed to relax the solutions-successive relaxation, line 
relaxation, alternating directions implicit-we will not attempt to review the 
relaxation procedures in detail since a review by Lomax and Steger (1975) 
covers much of this. 

For most problems equation set (10.2.4) is transformed into a curvilinear 
coordinate system that is consistent with the body geometry. An example is the 



294 10 Inviscid Compressible Flows 

use of the incompressible stream-function potential solution as the coordinate 
system for the transonic problem. In a generalized system g and TJ, the con­
tinuity equation will take the form (see Chattot and Coulombeix, 1978) 

a (a~) a (a~) [a (a~) a ( a~)] A- p- +B- p- +D - p- +- p- +G=O ag ag aTJ aTJ ag aTJ aTJ ag 
(10.2.5) 

where 

A = (~~r + (~;r 

B = (~~r + (~~r 
D = ag aTJ + ag aTJ 

ax ax ay ay 

G = (a2g + a2g) a~ + (d2TJ + d2TJ) a~ ax2 dy2 p ag ax2 ay2 p dTJ 
In some cases these coordinates are oriented along the flow direction so that the 
addition of aritificial viscosity will principally impact the streamwise con­
vective terms. This potential equation must be solved, subject to the following 
boundary conditions: 

1. At the surface a~;aN=O, where N refers to the normal. 

2. The Kutta condition holds, requiring that the tangential velocity at the 
trailing edge is bounded. Also the normal velocity across the slip line from 
the trailing edge must be continuous. 

3. At the outer boundary the potential approaches the value of that of a vortex 
of prescribed circulation or lift plus the free-stream flow. 

A variety of solutions have been developed for both the full potential and the 
small disturbance potential equations which satisfy these boundary conditions. 
As in other areas we cannot account for all of this work, but a forthcoming 
article by Caughey (1982) will review the complete field. We present here three 
examples that give a reasonable picture of the progress. 

The first example is the work of Boppe and Aidala (1980) along with Boppe 
and Stem (1980). These authors solved the slender-body potential equations for 
a number of complicated flow problems. The geometry problems were over­
come by using grids of different magnitude for different regions. The grid 
regions were modularized and overlapping much like an inner and outer numer­
ical expansion. In the calculations one grid serves as the boundary condition 
of the adjoining grid system. A picture of this approach is shown in Fig. 
10.2.1. Note that a fine grid is employed near the surface to incorporate the 
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boundary conditions and a coarse grid is employed away from the boundary. 
Using these overlapping rectangular mesh systems, Boppe and colleagues 
solved the potential equation in the form 

[1 - M~ - ('Y+1)M~<px - ('Y;1) M~<P;J <Pxx - 2 M~ <py<pxy 

+ [1 - ('Y-l)M~<px]<f>x" + <Pzz = 0 (10.2.6) 

by a successive line relaxation procedure. The Murman-Cole scheme of 
switching differences from central for subsonic regions to forward differences 
for supersonic regions was employed. Boppe furnished the authors with a 
number of results of his group's studies and Fig. 10.2.2 was selected to display 
the practicality of the approach. The results shown are the pressures computed 
for KC135 wing sections compared with experiment. Note that the agreement 
is generally good, but some deviation from experiment occurs on the lower 
surface predictions. Boppe and Aidala also computed flows for a complex 
space shuttle configuration. A portion of the geometric model employed is 
shown in Fig. 10.2.3. A result obtained for the external tank-pressure distribu­
tion is shown in Fig. 10.2.4. For this complex configuration there is some 
variation from the data, but the results give a reasonable indication of the 
pressure level. The typical run times for these computation was 10-12 min on 
the CDC 7600. 
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A - EXTERNAL TANK ANALYSIS MODEL 

B - ORBITER ANAL YSIS MODEL 

Fig. 10.2.3 Resolution of geometry utilized by Boppe and Aidala to compute flow past space shuttle 
and external tanks. (Courtesy of C. Boppe.) 
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Fig. 10.2.4 Pressure results computed by Boppe and Aidala. (Courtesy of C. Boppe .) 

The second example is the work of Chattot and Coulombeix (1978) who 
solved the complete nonlinear potential equation by both the Murman and Cole 
(1971) approach of difference switching and the Jameson (1974) artificial 
viscosity technique. For the solution of the difference equations, Chattot and 
Coulombeix employed over-relaxation for the Murman-Cole portion and oper­
ator splitting for the Jameson portion. For the calculation, a grid of 
128 x 32 x 16 points was required to converge the nonconservative 
Murman-Cole approach and a 96 x 32 x 16 mesh was required to converge 
results for the Jameson conservative formulation. A typical run time was 
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Fig. 10.2.5 Grid and geometry employed by Chattot and Coulombeix to compute transonic flow past 
NACA 0012 airfoil. (Courtesy of J. Chattot.) 

15-30 min on a CDC 7600. Figure 10.2.5 displays the grid used for an NACA 
0012 airfoil calculation. The results of calculations for the pressure on a finite 
wing using the NACA 0012 airfoil are shown in Fig. 10.2.6 along with 
experimental results. Note that the experiments fall between two predictions 
for the shock locations and that the results shown are essentially two dimen­
sional due to the location. The Mach number was 0.85 and the angle of attack 
was zero. Chattot and Coulombeix also presented results for swept wings. 

The last example solution of the complete potential equation is from the 
work of Caughey (1978) and Chen and Caughey (1980). The problem studied 
was flow past axisymmetric inlet cowls with blunt center bodies. The geometry 
of a case studied is shown in Fig. 10.2.7 along with the grid which was 
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\ 

Fig. 10.2.6 Pressure distribution on airfoil computed by Chattot and Coulombeix employing 
Murman-Cole nonconservative and Jameson conservative schemes. (Courtesy of J. Chattot.) 
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Fig. 10.2.7 Geometry and grid of engine inlet calculation of Caughey (Courtesy of D. Caughey.) 

generated by conformal mapping with some type of shearing. The equation 
solved was of the form 

c2 [a(DU) + a(DV)] _ D [!:!.. aq2 + ~ aq2] + Dc2v = 0 
ax ay 2 ax 2 ay Y 

where q2 = u2 + v 2 and D is the coefficient that arises in the equation when 
one transforms from an x, y coordinate system to mapping X, Y coordinate. 
This term was presented earlier. The value of D are generated from the trans­
formations used to obtain the grid. This equation was approximated by central 
differences with the introduction of an artificial viscosity that is added in the 
supersonic region. The equation set was solved by successive line relaxation 
with constraints on the coefficients such that the relaxation corresponds to the 
solution by an unsteady equation. Results of the computation approach pro­
vided by Caughey are shown in Fig. 10.2.8 for a small free-stream Mach 
number. 

The discussion thus far has given an indication of the problems that can be 
attacked by solution of the steady potential formulation. Also, we have pointed 
out the three principal points-geometry, differencing, and iteration tech­
niques-that are the main issues that must be faced with this approach. For a 
variety of practical problems these issues have been resolved. The job ahead 
is to solve the full nonlinear Euler equations so that the potential and constant­
entropy restrictions can be relaxed. 
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Fig. 10.2.8 Calculated pressure distribution on engine surface. (Courtesy of D. Caughey.) 

10.2.2 Examples for M" > 1 
The solution of steady supersonic flows by steady methods is generally 

restricted to flows with totally supersonic regions. The procedure is to integrate 
the flow equations forward in the flow direction just as the flow direction is a 
time variable. As a result, any finite-difference scheme that is useful for 
unsteady flows can be adapted to steady flows by eliminating the time deriva­
tive and integrating the derivative in the flow direction as if it were a time 
derivative. The procedure for general curvilinear coordinates is first to rear­
range the Euler equations of Chapter 1 into the form 

E~ + F..., + G{ + H = 0 

where 

(;~PU2) (~v ) E = h2h3 puv ,F = h\h3 p+pv2 , 
puw pvw 
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o 
ahl ahl z ahz z ah3 

PUVh3 aT! + puwhz ii[ - (P + pv ) h3 ag - (P + pw ) hz ag 

H= ahz ahz z ah l z ah3 
PUVh3 ~ + pvwhl r - (P + pu ) h3 -;- - (P + pw ) hI -af;, af;, uTi aT! 

ah3 ah3 z ah l z ahz 
puwhz ag + pvwhl aT! - (P + pu ) hz ii[ - (P + pv ) hI ii[ 

In these equations hI. hz, and h3 are the metric coefficients and for cylindrical 
coordinates (x, r, cf» these take values hI = 1, hz = 1, and h3 = r. These 
equations are integrated with € as the marching variable using a marching 
approach of one's choice which has been adequately tested to know that it will 
not fail upon encountering a shock wave. The approach has been employed 
extensively by Kutler and coworkers (1971, 1973, 1974, 1975, 1978) at NASA 
Ames, Thommen and D'Attorre (1965), Thomas et al. (1972), and Babenko 
et al. (1964). An alternate approach very similar to the approach of Moretti 
(1979) has been proposed by Walkden et al. (1978). Basically, these authors 
propose mapping the flow into streamline potential coordinates then integrating 
the inviscid equations in characteristic form in this coordinate system. The 
system of equations are particularly straightforward to solve. At this time the 
A approach of Moretti also appears to be most useful, since the method can be 
used to solve both the blunt-body flow as well as the supersonic sonic afterbody 
flow with one method and program. The method of Walkden et al. could 
probably be adapted to have similar possibilities, but unfortunately more test­
ing and work is necessary. Both the Walkden-Caine-Laws and Moretti-type 
methods will yield accurate results because of the ease of incorporating bound­
ary conditions. A study by Abbett (1973) clearly pointed out that by using 
characteristic-type schemes at boundaries one tended to obtain optimum accu­
racy. Abbett also found that the predictor-corrector finite-difference methods 
could be adapted to accurately incorporate solid-boundary conditions. The 
procedure is to use a one-sided predictor to obtain a boundary-point value even 
though the boundary condition may not be exactly satisfied. The boundary 
value is then corrected to satisfy the boundary condition. The procedure is as 
follows: 

1. Predict the flow variables at a boundary point using the predictor of choice 
(for example, the first step of MacCormack's scheme). 

2. Correct the predicted variables using the known surface entropy, enthalpy, 
and a simple wave expansion which adjusts p to tum the flow parallel to the 
wall. 

For shock-wave boundaries Abbett found that a variety of methods worked 
equally well. These were the approaches of Kentzer (1971), Barnwell (1971), 
and Thomas et a1. (1972) or the method of characteristics. The interesting fact 
is that the procedures of Kentzer and Barnwell for the shock waves encompass 



Fig. 10.2.9 Supersonic aircraft configuration. 

BOW SHOCK 

Moo 2,36 

flP 0,05 

Fig. 10.2.10 Pressure distributions at station A as computed by Moretti using A scheme, Moc = 2.36. 
(Courtesy of O. Moretti.) 
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ideas similar to the complete schemes employed by Walkden et al. or Moretti. 
As a consequence of Abbett's work it is clear that the best approach for 
computing supersonic flows is a scheme that encompass the ideas of character­
istics but does not integrate along the characteristic directions. The schemes 
that accomplish this are those of Walkden et al. and Moretti. Moretti has 
demonstrated the use of the A scheme in the calculation of flow past the 
complex supersonic aircraft shown in Fig. 10.2.9 for Moo = 2.36 and 4.63. 
Figures 10.2.10 and 10.2.11 show pressure isobars computed for stations A 

Moo= 4,63 
Ap= 0,02 

SHOCK 

Fig. 10.2.11 Pressure distributions at station B as computed by Moretti using A scheme, M~ = 4.63. 
(Courtesy of G. Moretti.) 
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Fig. 10.2.12 Grid system employed at location B. (Courtesy of G. Moretti.) 

and B. The isobars are spaced by D.p = 0.05 for location A and there is no 
angle of incidence. For Moo = 4.63 the isobars for location B are spaced by 0.2 
and the angle of attack was taken to be 10°. The grid system employed for 
location B is shown in Fig. 10.2.12. As shown, 48 grids were employed 
circumferentially and 12 were utilized between the body and shock. For lo­
cation A the grid was similar except only 24 were used circumferentially. 
Figure 10.2.13 shows comparison of the computed Cp at station A with experi­
ments for both Mach numbers. Needless to say the results look quite good. 

Results similar in complexity to Moretti have also been obtained by using a 
MacCormack-type method to capture shocks in the work of Kutler et aI., 
Rakich and Kutler (1972), and Marconi and Koch (1979). For the details the 
reader is referred to the references. 

From the results available, it is apparent that computation of three­
dimensional steady supersonic flow is in rather good condition and appears 
limited only by one's ability to incorporate the complex geometries. 
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Fig. 10.2.13 Comparison of computed Cp at station A with experiment. (Courtes~ of G. Moretti.) 
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CHAPTER 11 

Viscous Compressible Flows 

11.1 Introduction to Methods 

The calculations of steady viscous flows based on the Navier-Stokes equations 
are generally conducted with the unsteady equations by considering the limit 
of large time. Until recently most of the solutions were developed with explicit 
finite-difference schemes such as those of Thommen (1966) and MacCormack 
(1969). Such explicit schemes are easy to implement and this is important 
because of the large number of dependent variables, the complexity of the 
equations, and, often, the complexity of the geometry. However, the limitation 
on the time step due to the explicit character of the scheme leads to expensive 
calculations. For this reason, schemes with less-restrictive stability conditions 
have always been a subject of interest. In this context, pioneer work in this 
direction was conducted by Crocco (1965) who considered a nonconsistent 
scheme based on the following approximation of the viscous derivatives: 

( a2/) n _ /~+I - 2/;+1 + /;-1 
ax 2 . - ax 2 

I 

(11.1.1) 

The resulting finite-difference equations become consistent with the exact 
differential equations when the steady state is reached. 

Such a nonconsistent approximation was later introduced by Allen and 
Cheng (1970) into the two-step scheme of Brailovskaya (1967). This latter 
scheme is analogous to the Thommen scheme (see Sections 2.7 and 2.8), but 
the provisional values are defined at the same points as the final values. The 
Brailovskaya scheme does not enter into the general class of schemes (2.7.11) 
or (2.8.9). 

The Allen-Cheng scheme has good stability properties and is uncon­
ditionally stable if the mesh Reynolds number is smaller that 2 (Peyret and 
Viviand, 1975); for larger values of the mesh Reynolds number, the 
Courant-Friedrich-Lewy condition has been found to be sufficient. This means 
that with a nonconsistent approximation of type (11.1.1) the viscosity does not 
enter into the limitation on the time step. However, as shown by Peyret and 
Viviand (1975), the solution of the effective unsteady equation approximated 
by the Allen-Cheng scheme could have a slower decay toward the steady state 
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than the solution of the exact equation; although, in fact, this relative slowness 
is counterbalanced by the large time steps that can be used. 

Employing the same idea of using a nonconsistent scheme with good sta­
bility properties to convergence toward a steady state, Peyret and Viviand 
(1972, 1973) have considered the computation oflow-Reynolds-number flows. 
A very simple one-step explicit scheme based upon the Gauss-Seidel technique 
characterized by 

( af)n 1 (n n+l) 
ax i = 2 ~x fi+l - fi-! , 

(11.1.2) 

was employed. 
Note also that the leapfrog DuFort-Frankel scheme, used in particular by 

Victoria and Widhopf (1973), could also be employed as a nonconsistent 
scheme with a time step larger than the one required for consistency (Section 
2.6.3). 

All of these unsteady techniques belong to the general class of pseudo­
unsteady methods which employ either a nonconsistent scheme with respect to 
time or modify the original unsteady system of equations in order to obtain a 
faster or a less time-consuming convergence toward the steady state. A review 
of methods based upon the second concept and adapted to the computation of 
transonic inviscid flows has been carried out by Viviand (1980). 

Another way to obtain less-restrictive stability conditions for multi­
dimensional flows while preserving an explicit calculation is the method of 
splitting described in Section 2.8.4. The method has been introduced for the 
solution of the compressible Navier-Stokes equations by MacCormack (1971) 
and since has been employed in a number of applications, in particular, with 
a finite-volume method (Deiwert 1975,1976; Baldwin et aI., 1975; Hung and 
MacCormack, 1977). 

In the last few years, a large and productive effort has occurred in the area 
of implicit schemes. Such implicit schemes are efficient if (i) they are based 
upon splitting or alternating direction techniques for replacing the multi­
dimensional problem by successive one-dimensional problems, and (ii) they do 
not necessitate an iterative procedure for the calculation of the solution at each 
time step. The first use of an ADI technique without an iterative process seems 
to have been proposed by Polezhaev (1967). The generalized ADI procedure 
has been successfully applied to the compressible Navier-Stokes equations by 
Berezin et aI. (1972, 1975a, 1975b), Briley and McDonald (1973, 1975, 
1977), and more recently by Beam and Warming (1978) who extended the 
implicit scheme previously introduced for hyperbolic systems (Beam and 
Warming, 1976). 

Finally, we note two methods of implicit nature devised by MacCormack. 
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The first method (MacCormack, 1976a, 1976b) considers splitting the equa­
tions in each space direction followed by a second splitting between inviscid 
and viscous parts. Each part is solved by a special technique: the method of 
characteristics combined with the explicit McCormack scheme for the inviscid 
part and the Crank-Nicolson scheme for the viscous part. The method has been 
used in several applications. However, the second method of MacCormack 
(1981a, 1981b) seems to be more interesting because of its simplicity of 
implementation (solutions of linear systems with bidiagonal matrices) and its 
good stability properties. The implicit part of the scheme makes successive use 
of forward and backward difference operators associated with the correspond­
ing explicit MacCormack scheme, and the discretization of viscous terms is 
derived from the Saul'ev scheme (see Richtmyer and Morton, 1967). A study 
of the properties of the scheme applied to the solution of a hyperbolic equation 
has been made by Hollanders and Peyret (1981). 

All the methods mentioned above belong to either the class of 
finite-difference or finite-volume methods. Until now, very limited work has 
been devoted to other types of methods discussed in this book: finite-element 
methods (Oden and Wellford, 1972; Baker, 1978; Cooke and Blanchard, 1979) 
or spectral methods (Bokhari et al., 1981). We do not intend to describe these 
efforts since they are very recent and will likely receive substantial im­
provements in the near future. 

In the present chapter, general features of finite-difference explicit and 
implicit schemes will be discussed, along with the associated problems of 
boundary conditions and definition of computation domain. A large part of the 
chapter will be devoted to problems related to the use of nonuniform meshes. 

We refer the reader to the original papers for more complete details concern­
ing the methods or to review works (Peyret and Viviand, 1975; Viviand, 1978; 
Hollanders and Viviand, 1980; Baldwin et al., 1975; MacCormack and Lo­
max, 1979; Mehta and Lomax, 1981) for a general description and for refer­
ences concerning the various applications. 

11.2 Boundary Conditions 

The unsteady Navier-Stokes equations for a compressible fluid form a hybrid 
parabolic-hyperbolic system (also called an incompletely parabolic system). 
The parabolic nature is related to the presence of second-order derivatives in 
the momentum and energy equations which characterize the dissipative effects. 
On the other hand, the absence of such derivatives in the continuity equation 
makes the system different since by itself it would be a hyperbolic equation. 
In the time-independent case, the Navier-Stokes equations form a hybrid 
elliptic-hyperbolic system. 

Problems to be solved in practice are boundary-value problems, either time 
dependent with given initial values of the basic unknowns (p, pV , pE) or time 
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independent. Only a few special results are known about the mathematical 
statement of boundary conditions to be imposed in order to ensure existence or 
uniqueness of the solution. This is contrary to the incompressible case for 
which the mathematical theory is well established. As a result, the question 
must be settled in a heuristic way by taking into account the physical meaning 
of the problem and the mathematical nature of the equations. Thus, it can be 
conjectured that the momentum and energy equations each require one condi­
tion at each boundary (or a scalar condition for each scalar equation), the 
simplest being V and T given on the boundary. The continuity equation, 
considered as an equation for p assuming a known velocity field, explicitly 
gives the change of density of a fluid particle along its trajectory. Therefore, 
if the fluid particle enters the domain of computation through the boundary, its 
density should be given as a boundary condition. On the contrary, if the particle 
leaves the computation domain, its density must be calculated as a part of the 
solution and it cannot be imposed arbitrarily. 

In the case where the boundary is an impermeable wall and when rarefaction 
effects are not present, the usual no-slip condition is 

(11.2.1) 

where V w is the velocity of the wall. For the temperature, two types of condi­
tions are usually considered, either 

T = Tw 

where Tw is the wall temperature, or 

aT = 0 
aN 

(11.2.2) 

(11.2.3) 

where N is the normal unit vector to the wall. In the case of a perfect gas with 
constant specific heats, the above condition, (11.2.2) or (11.2.3), gives a 
condition for the internal energy e = cvT. There is no boundary condition for 
the density p at an impermeable wall, and it therefore must be calculated. 

A general discussion of the boundary conditions associated with a non­
material boundary is presented by Hollanders and Viviand (1980). The ques­
tion is considered mathematically by Gustaffson and Sundstrom (1978). 

We describe next the procedure for defining the computation domain and 
associated boundary conditions for two typical examples: (i) the 
shock-boundary layer interaction problem and (ii) the problem of flow around 
a finite body. 

In the shock-boundary layer interaction problem (Fig. 11.2.1) considered, 
for example, by Baldwin and MacCormack (1974), the domain in which the 
Navier-Stokes equations are solved overlaps inviscid supersonic flow regions 
(1) and boundary-layer-type regions (2) and (3). The flow quantities are fixed 
along AB and BC: a boundary-layer flow is given on AA' and uniform flow 
conditions are imposed along A'S, SB, and BC compatible with the given 
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Fig. 11.2.1 Computation domain for shock boundary-layer interaction problem. 

incident shock. Along CD, the flow quantities can be taken equal to the values 
computed at the previous column of discretization points (i.e., first-order 
approximation of aj lax = 0). Such a simple treatment expresses the fact that 
the flow downstream of CD has no influence on the flow inside the 
Navier-Stokes region, because on the boundary CD the flow is either super­
sonic or of boundary-layer type. For the density, it would be more rigorous 
from a mathematical point of view to compute the density at the downstream 
limit CD from an upstream differencing of the unsteady continuity equation. 
The success of the simple extrapolation is directly related to the special nature 
of the flow at this boundary. 

In some calculations (the example given in Section 11.4.2), the flow quan­
tities along AB are obtained from a previous calculation including the leading 
edge of the plate. 

The second boundary condition example concerns flow around a finite body 
with uniform-flow conditions imposed at infinity. In such a case, it is necessary 
to devise a technique to carry out the solution of the Navier-Stokes equations 
in a bounded domain. A technique that can be used is to perform a coordinate 
transformation which maps the entire physical plane into a finite domain in the 
transformed plane. A classical example is conformal mapping of the exterior 
of a body into the interior of a circle. Usually, however, simple stretched 
coordinate systems are used. A second technique, similar to the first, consists 
of introducing a coordinate transformation such that the external boundary of 
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the transformed plane corresponds to a region in the physical plane on which 
uniform-flow conditions or, better, asymptotic behavior can be applied. In the 
latter case, the asymptotic solution at large distances is related to flow proper­
ties on the body and the overall solution usually requires an iterative procecure. 
This technique has been successfully applied in the case of incompressible 
viscous flow (Takami and Keller, 1969) or compressible inviscid transonic 
flows (Murman and Cole, 1971; Euvrard and Toumemine, 1973). However, 
due to its complexity, such a technique has not been applied to the compres­
sible viscous case. 

A third technique, and the most simple, is illustrated in Fig. 11.2.2. It 
consists of choosing an outer boundary at a finite distance and dividing this 
boundary into two part: (1) the upstream part BAD, through which the fluid 
with uniform conditions enters the domain of computation, and (2) the down­
stream part BCD, through which the fluid leaves the domain, subject to some 
type of empirical extrapolation condition. Here again, the success of such a 
simple treatment depends on the nature of the flow at the boundary. In the case 
of subsonic flows, it may be necessary to use a more elaborate technique such 
as the method of "nonreflecting" boundary conditions, based upon the elimina­
tion of disturbances propagating along the incoming characteristic lines. Such 
a procedure has been developed by Engquist and Majda (1977) and Hedstrom 
(1979) for the solution of hyperbolic equations and by Rudy and Strikwerda 
(1980) for the Navier-Stokes equations. An analogous idea was used by Peyret 
(1971) for the computation of a simple incompressible flow. 

Voc 

UNIFORM 
FLOW 

A 

8 

o 
Fig. 11.2.2 Computation domain for flow around a finite body. 

EXTRAPOLATION 

c 
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In the case of a supersonic flow, the flow field remains unperturbed upstream 
of a bow shock, and the computation domain can be limited upstream by a 
boundary located at a short distance ahead of the bow shock or by the bow 
shock itself, depending on whether the shock is treated as a sharp but con­
tinuous transition zone (shock-capturing method) or as a true discontinuity 
(shock-fitting method). In the first case, the uniform-flow conditions are im­
posed on the chosen boundary. In the second case, the location of the shock 
and the flow quantities behind it must be determined as a part of the solution 
(Moretti and Salas, 1969; Tannehill et aI., 1975; Viviand and Ghazzi, 1976). 

Concerning the boundary conditions on the material boundary (flat plate in 
Fig. 11.2.1, finite body in Fig. 11.2.2), the only problem is related to the 
determination of the density, or more precisely that of the pressure. As a matter 
of fact, when the conservative Navier-Stokes equations are approximated with 
finite differences in a mesh in which all the flow quantities are defined at the 
same points (as is usually done) and such that the wall is a mesh line, it can 
be seen that the knowledge of the pressure (and not the density) at the wall is 
needed only in the centered approximation of the pressure derivative occurring 
in the transversal momentum equation at the first line of discretization points 
adjacent to the wall. 

Various techniques to handle this problem have been employed. The use of 
the continuity equation at the wall to obtain the density and then the pressure 
through the state law is delicate and may lead to strong oscillations or even to 
divergence if an artificial viscosity term is not added. In particular, in the case 
of separated flows (Roache, 1972; Peyret and Viviand, 1973) negative values 
of the density can be obtained. However, certain types of discretization of the 
continuity equation at the wall are reported to give good results (explicit: 
Victoria and Widhopf, 1973; implicit: Polezhaev, 1967; Scala and Gordon, 
1970; Briley and McDonald, 1973). Another approach is simply the deter­
mination of p at the wall by a quadratic extrapolation (Carter, 1973; Tannehill 
et al., 1974), or a linear extrapolation in a mesh for which the wall is located 
at middistance between two mesh lines (Allen and Cheng, 1970). 

A completely different approach is currently used with the best success. It 
consists of computing the wall pressure from a one-sided differencing of the 
normal momentum equation written at the wall. Assuming the wall to be 
located at y = 0, the normal momentum equation in Cartesian coordinates 
yields 

(ap) __ 1 [f!:. (~ + 4 a2v) + dp., (i av aT + au aT)] 
ay y=o - Re 3 axay ay2 dT 3 ay ay ay ax y=o 

(11.2.4) 

In a high-Reynolds-number boundary-layer-type flow, the condition 

(ap) - 0 01.2.5) ay y=o 

can be used in place of Eq. 01.2.4). 
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11.3 Finite-Difference Schemes in Uniform Cartesian Mesh 

In this section, the application of difference schemes to the compressible 
Navier-Stokes equations is discussed. The discussion is restricted to the case 
of uniform Cartesian meshes. Such a restriction is made only for the sake of 
simplicity of presentation because, as mentioned in Chapter 1, the Navier­
Stokes equations can be written in any arbitrary curvilinear system in a fully 
conservative form analogous to the conservative Cartesian form to be consid­
ered here. The equations for plane two-dimensional flow are written 

af + aF + aG = 0 
at ax ay 

where 

f = (p, pu, po, pE) , 
Fv 

F = FJ - Re' G = GJ _ Gv 
Re 

(11.3.1) 

The inviscid terms FJ , GJ and the viscous ones F v, Gv were defined in 
Chapter 1. 

11.3.1 Explicit schemes 
The application of the two-step explicit schemes described in Section 2.8 to 

the system 01.3.1) is straightforward except for the treatment of mixed deriv­
atives which were not present in the model equation. The fact that the equations 
are vectorial and no longer scalar does not change the formal construction of 
the scheme. However, it is necessary to consider the change in the stability 
introduced by these new terms. 

We consider here the treatment of the mixed derivative 

D = ~ [V(f) af ] ax ay 01.3.2) 

when added to the model equation (2.8.7). In the case of the "centered" version 
of scheme (2.8.9) obtained with the f3, 'Y, and A values equal to 1, the mixed 
derivative D must be evaluated at point Q and R (see Fig. 11.3.1) for the 
computation of the predicted values and then at point P for the computation of 
the final value. 

At point Q defined by (i + Lj) the approximation is simply 

D~+1/2,j = ~~(V~+1/2,j ~~f;+1/2,j) 01.3.3) 

with the usual definition of the difference operators 

~ 1 A,. = <PI+I/2,m - <PH/2,m 
x'l"l,m ~x 

~ 0 A,. = <PI, m+ I - <PI, m-] 
y'l"l,m 2~y 
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Fig. 11.3.1 Mesh for centered scheme. 

and where Vi+l!2.j is an approximation of v(f) at point Q; for example, 
Vi+l!2,j = Hv(fi+l,j) + v(fi,j)]. TheapproximationofDatpointR (i,j+l/2) 
is defined in the same way by 

D;,j+l!2 = ~~(V;,j+l!2 ~~f;,j+l!2) 
and at point P (i,j) by 

(11.3.4) 

D~,j = ~~(v~,j ~~f~,j) (11.3.5) 

In the case of schemes of the MacCormack type (2.8.8) [or (2.8.9) with 
values of the parameters other than aX and a Y equal to 0 or 1], the mixed 
derivative D is usually approximated by a combination of noncentered and 
centered differences. Therefore, the approximation of D included in the first 
step (2.8.8a) is 

(11.3.6a) 

and in the second step (2.8.8b): 

Di,j = ~;(iii,j ~~~,j) (11.3.6b) 

where ~: cPl,m = ± ( cPl± I,m - cPl,m) / ~x 
Another possibility for treating the mixed derivative D is considered by 

LeBalleur et a1. (1980). It consists of using the following formulas 

D;,j = ~; (v;,j~; f;,j) 

Di,j = ~; (iii,j~; ~,j) 
(11.3.7) 
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which lead, as formulas 01.3.6), to second-order accuracy (proven in the 
linear case). 

Exact criterion of stability of the explicit schemes (2.8.8) or (2.8.9) applied 
to the compressible Navier-Stokes equations are not known. In the case of a 
nondissipative fluid (Euler's equation), a necessary criterion of stability can be 
deduced from the condition (Courant et aI., 1928; Lax and Wendroff, 1964) 
that the numerical domain of dependence must contain the exact domain of 
dependence. From this restriction, we obtain for schemes (2.8.8) or (2.8.9) the 
CFL condition 

(I u I I v I I 1 1)-1 
M:5 ax + ay + C \/ax2 + ay2 (11.3.8) 

where c is the sound speed. Details of the derivation of such criterion can be 
found in the work of MacCormack (1971) who demonstrated that the condition 
was not sufficient for his own scheme. 

For the Navier-Stokes equations, the maximal time step should be evaluated 
from numerical analysis of the eigenvalues of the amplification matrix. How­
ever, useful bounds on the time step are given by the approximate analysis 
carried out by MacCormack and Baldwin (975) for a splitting technique 
(Section 2.8.4) based upon the one-dimensional MacCormack scheme. These 
results show that for the operator in the x direction the criterion is estimated to 
be 

atX :5 aX[lul + C + ~ (~+ G._I )J-I 
Re p Prax \/"3 ay (l1.3.9a) 

and for the operator in the y direction, 

at :5 aY[lvl + c + ~ ( ~_1 + ~)J-I 
Y Re p \/"3 ax Pray (l1.3.9b) 

It should be noted that these criteria were estimated by assuming the Stokes 
law (A = -~ f.L) and that the limitation on the time step due to thermal effects 
is more restrictive than that due to purely viscous effects. Note also that the 
terms ay in (11.3.9a) and ax in (l1.3.9b) are directly related to the presence 
of mixed derivatives. 

Finally, by a heuristic argument based on the relationship between the 
stability criteria in one and two dimensions, a useful estimation for the time 
step can be obtained from 01.3.8) and (11.3.9) assuming ax = ay. The result 
is 

at:5 ax2 [ax(lu l + Ivl + cV2) + ~:p(~ + ~) rl 
(11.3.10) 

Such a criterion can be used for the MacCormack scheme (2.8.8) or for the 
"centered" version of Thommen's type of scheme (2.8.9) (aX, a Y arbitrary and 
all the other parameters equal to !). 
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11.3.2 Implicit schemes 
Efficient implicit schemes for the solution of the compressible 

Navier-Stokes equations are constructed by using the discretization scheme 
(2.7.22) and the linearization technique (2.7.24) combined with the gener­
alized ADI method described in Section 2.8.5. Such implicit schemes have 
been developed by Briley and McDonald (1973, 1975, 1977) and Beam and 
Warming (1978). Basically, both methods are similar and lead to the solution 
of block-tridiagonal linear systems. The main difference between both methods 
lies in the fact that in the Beam and Warming method the vector <p which 
appears as unknown in the block-tridiagonal system is the vector f itself; i. e. , 
<p = f = (p, pV, pE) while Briley and McDonald introduce a supplementary 
linearization so that the unknown vector is <p = (p, V , T). 

We briefly outline the method in the Beam and Warming formulation, by 
explaining the treatment of viscous terms which is more complicated in the 
Navier-Stokes equations than in the simple model equation (2.7.1) with con­
stant viscosity and no mixed derivatives. In order to simplify the presentation, 
we restrict the discussion to the three-level scheme deduced from (2.7.22) with 
8 = 1, E = 2, used in calculations reported by Beam and Warming. Thus, the 
discretization of the vector equation (11. 3.1) with respect to time is 

_1 (31"+1 _ 41" + 1"-1) + (aF)n+1 + (aG) n+1 = 0 
2at ax ay 

(11.3.11) 

Next, we describe the treatment of the term (aF /axt+ 1 , noting that the same 
technique applies to the term (aG / ay t+ I. The inviscid part FJ of the term 
F = FJ - Fv/Re is linearized in the manner explained in Section 2.7.4. Let 

F't ==F~ +A"(j+l-j) 

where A is the Jacobian matrix defined by A = dFIi df. The viscous part Fv 
contains derivatives of f with respect to x and y so that a mixed derivative 
occurs which needs special treatment. The term F v is decomposed into 

Fv = FVI V, ix) + FV2 V, ~). 
The part F~~I is linearized according to the relationship 

F~~I == F~I + M" (j+1 - j) + p" [ (ixY+l - (ixYJ 
then 

F "+I - F" VI = VI + [M" - (:YJ (j+1 - j) + :x [p"(f"+1 - j)J 

(11.3.12) 

where M = aFvIiafand P = aFvIia(af/ax). 
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The tenn FV2 , which gives a mixed derivative leading to difficulty if it is 
treated in an implicit manner, is evaluated explicitly in the fonn 

FW == 2 Fh - F~21 . 

This does not destroy the second-order accuracy in time of the scheme nor its 
unconditional stability (proven for a model scalar equation by Beam and 
Warming, 1978, 1980). 

Finally, after carrying out the same treatment for the term G , approximating 
the spatial derivatives with finite-difference formulas, and substituting the 
resulting expressions into Eq. (11.3.11), we obtain the scheme written in the 
symbolic fonn (2.8.18): 

(I + Ax + Ay) (/;,:' - f;,j) = Rf;,j (1l.3.13) 

where I is the identity operator and Ax, Ay, and R are the operators defined by 
the expressions: 

AxJ;,j = 2!1t(~{[An __ 1 (Mn _ apn)]f}) _ 2!1t [~(pnf)] 3 ax Re ax . . 3 Re ax .. l,J l,J 

AyJ;,j = 2!1t(~ {[Bn __ 1 (Nn _ aQn) ]f}) _ 2!1t [~(Qnf)] 3 ay Re ay i,j 3 Re ay i,j 

where 

B = dG, 
df' 

N = aGV2 

aj' 

with 

GV 
G = G, - Re' 

aGV2 

Q = a(aJlay) 

In the above expression, the finite-difference operators for approximating the 
spatial derivatives are not stated. Various fonnulas can be used; however, it is 
necessary that the resulting equations lead at most to block-tridiagonal matri­
ces. For example, Beam and Warming (1978) used the usual centered three­
point second-order accurate finite-difference approximations. 

Because the coefficients of viscosity, A and f-t, and thennal conductivity k 
depend generally on the temperature, the matrices M and N are rather compli­
cated. However, a simplification occurs if the dependence on time of these 
coefficients can be neglected. Moreover, in this case, the sum M - ap lax 



322 II Viscous Compressible Flows 

depends homogeneously on the first derivatives of the dissipative coefficients, 
such that M - ap / ax = 0 if these derivatives can be neglected. Obviously 
this is the case if the coefficients A, IL, and k are constant. The similar equality 
N - aQ / ay = 0 holds for the term Gy2 . Consequently, the operators Ax and 
Ay are now defined by 

AxJi,j = ~!::.t {[i. (A nf>] __ 1 [-; (P"f>] } 
3 ax . . Re ax .. 

',J '.J 

AyJi,j = ~ !::.t{ [i. (Bnf>] __ 1 [-; (Qnf>] } 
3 ay i,j Re ay i,j 

Note that, for a steady-state solution, these operators can be used without loss 
of accuracy whatever the variation of the dissipation coefficients since, at 
steady state f~,~l = f~.j = f~,j 1 = Ji,j and Eq. (11.3.13) reduces to RJi.j = 0; 
i.e. , 

(a) (a) -F + -G =0 ax . . ay . . . '.J '.J 
Finally, scheme (11.3.13) is solved by means of the generalized ADI 

method described in Section 2.8.5. Note that in applications in which only a 
steady solution is of interest the second-order accuracy in time is not necessary, 
and the construction outlined above can be applied to the first-order scheme 
resulting from (2.7.22) with () = 1 and E = 1, with the mixed derivatives 
evaluated at the level n. 

11.3.3 Artificial viscosity 
Although the schemes considered in the previous sections are stable in the 

von Neumann sense, this stability concerns only the solution of the linearized 
finite-difference systems without boundary conditions. In real-flow com­
putations at high Reynolds number, instabilities can occur due to several 
sources including (i) nonlinear effects, (ii) rapid change of !low direction in a 
separated flow region, (iii) large pressure gradients, and (iv) the presence of 
walls and outer boundaries of the computational domain. The effect of such 
instabilities, which can be qualified as "weak," is not necessarily a fast diver­
gence of the computation; but often they create oscillations that remain of finite 
amplitude. 

The normal way to remove these oscillations as well as those occurring for 
other reasons (see Chapter 2) is to introduce an artificial viscosity or damping. 

The fourth-order damping proposed by Richtmyer and Morton (1964) con­
sists of adding a term of the type 

a:r a:r 
D =-al!::.x4 ax4-a2!::.y4 ay4 (al>0,a2>0) (11.3.14) 

to Eq. (11.3.1). Such damping has been used by Barnwell (1971) and Chang 
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(1980) for inviscid calculations, and for viscous flows by Gnoffo (1974), Beam 
and Warming (1978), Steger (1978), and LeBalleur et al. (1980). This type of 
artificial viscosity is easily included in the general schemes (2.8.8) or (2.8.9) 
by adding the discretized version of Di,j [Eq. (10.1.2)] to the corrector term 
or by adding a third step which yields a smoothed value r,~l of f;,~l by the 
formula 

fA~+.l = f n-H + D n-H 
I,J I,J I,J (11.3.15) 

An analysis of the stability of the above scheme in a one-dimensional case leads 
to the condition 0 :::; a), a2 :::; ~. 

In the case of the implicit scheme of- Section 11. 3.2, the damping term 
(11.3.14) is split as D = DI + D2 with 

and 

_ 4 a1 D I - -al Ax -ax4 

a1 D2 = -a2 Ay4-
ay4 

Then the discretized approximations of DI and D2 are evaluated at level n and 
are included, respectively, into the right-hand sides of Eq. (2.8.17a and b), 
representing the two first steps of the generalized ADI method used for the 
solution of (11.3.13) as described in Section 2.8.5. 

Another type of damping is used by MacCormack and Baldwin (1975) with 
the explicit splitting scheme (Section 2.8.4) and is based upon the backward 
scheme (2.7.10) where a = 1, f3 = 'Y = 1. 

The damping term in the x direction, for example, is 

D = aAt Ax3 ~[Iul + C I iip I afJ 
ax p ax2 ax 

and its discretized approximation is added to each of the two steps of the 
scheme. D;,j = At(S;,j - S;_I,j) with 

S~· = 4 (I ~.I + ~.) Ip7+l,j - 2p;,j + p7-"jl (j~ . -f~') 
I,J a u',J c',J n + 2 n + n I+I,J I,J p i+1,j P i,j P i-I,j 

~ ~ ~ 

for the first step and Di,j = At(Si+I,j - Si,j) with 

S 4 (I ~ 1 + ~ ) lPi+l,j - 2pi,j + Pi-d (i- J,~ ) i,j = a Ui,j Ci,j ~ + 2 ~ + ~ Ji,j - i-I,j 
Pi+I,j Pi,j Pi-I,j 

for the second step. Note that 0 :::; a :::; ~ for stability. 
Moreover, as pointed out by MacCormack and Baldwin (1975), an instabil­

ity can be created by the convective flux term when there is an expansion in 
which the velocity changes sign. Such phenomenon occurs in a reversed-flow 
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region. The instability can be removed by replacing any convective term of the 
type u7,j cp7,j in the first step by ~(U;+l,j + u7,j) cp7,j and Ui+l,j ibHl,j in the 
second step by ~ (Ui,j + Ui+l,j) ibi+l,j. 

11.4 Finite-Difference Schemes in Non-Cartesian 
Configurations 

The problems related to the computation of flows in complex geometries have 
been largely discussed in Chapter 10 which was devoted to inviscid flows. The 
problems for viscous flows are identical. Moreover, the presence of thin re­
gions where the solution presents large gradients due to viscous effects (bound­
ary layer and "viscous shock") necessitates adapting the mesh not only to the 
geometry but also to the solution. Note that the need of an adaptation to the 
solution is not restricted to viscous flows but appears also in inviscid calcu­
lations, when large gradients exist. The problem of adapting the mesh to the 
solution is a complex one when considered in all its generality. Interesting 
approaches for constructing self-adapted meshes as functionals of the solution 
have been proposed by Gough et al. (1975), Yanenko et al. (1979), Schonauer 
et al. (1980), and by Dwyer et al. (1980) for special cases and should lead to 
fruitful developments. 

Up to now, the methods used for practical applications with complex config­
urations are less general in their principle and usually appeal to some a priori 
knowledge of the solution. The generation of meshes can be performed in 
various ways according to the complexity of the problem. These can include 
(i) a curvilinear coordinate system known analytically in a closed form, (ii) a 
system constructed by conformal mapping or by more general numerical tech­
niques (Moretti, 1976, 1977; Chu, 1971; Thompson et aI., 1974; Eiseman, 
1978, 1980) with possible stretching (Sorenson and Steger, 1977), and (iii) 
supplementary mesh refinement (Viviand and Ghazzi, 1976; LeBalleur et al., 
1980). 

In general, when flows in nonrectangular configurations have to be com­
puted, two types of approaches are possible according to the space (trans­
formed or physical) in which the equations are approximated. In the present 
section both approaches will be discussed and illustrated with examples. 

11.4.1 Discretization in transformed space 
In transformed space the solution approach consists of writing the Navier­

Stokes equations in curvilinear coordinates and discretizing the resulting equa­
tions by means of a finite-difference scheme. In this approach, one has a choice 
of two bases for expressing the vectors and tensors. 

In the first, the local basis can be chosen to be simple orthogonal systems, 
i. e., polar coordinates (Moretti and Salas, 1969; Tannehill et al., 1975), 
parabolic coordinates (plane: Peyret and Viviand, 1972, 1973; axisymmetric: 
Weilmuenster and Graves, 1981), and spherical coordinates (Victoria and 
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Widhopf, 1973). Results obtained by Peyret and Viviand (1973) by using this 
approach are shown in Fig. 11.4.1. The figure exhibits the computation do­
main, the computed edges of the viscous shock, and the sonic line in the case 
of a supersonic flow (Moo = 2), around a plane body at low Reynolds number 
(Re = 25 and 50, based upon the length of the body). The Prandtl number 
Pr = 0.72 and the adiabatic index 'Y = 1.4. The Navier-Stokes equations 
(with constant viscosity) were solved by means of the pseudo-unsteady method 
based upon the differencing (11.1.2) as mentioned in the introduction to this 
chapter. Uniform-flow conditions were imposed on the upstream boundary and 
linear extrapolations were used on the downstream boundary. The wall tem­
perature with respect to the free-stream temperature is equal to 1.20. The need 
for the wall pressure evaluation is avoided by using a noncentered discretiza­
tion of the normal pressure gradient at lines adjacent to the body. 

Instead of using a local basis, it is generally simpler to express the vectors 

4 

5 

i-1 

-2 -1 o 

VISCOUS SHOCK 

(.11.) Re = 25 

(bllb) Re - 50 

SONIC LINE 
Re= 25 

---- Re=50 

- _____ -5 

x 

Fig. 11.4.1 Viscous shock and sonic line for flow around a parabolic body with M~ = 2.0. 

2 
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and tensors in a fixed Cartesian coordinate system while conserving the equa­
tions written in the curvilinear system. Such a formulation has been used in 
particular by Viviand and Ghazzi (1976) for the calculation of the supersonic 
flow around a hemisphere-cylinder by using the explicit MacCormack scheme. 
The same formulation, but with the thin-layer approximation of the Navier­
Stokes equations, has been employed to compute (i) flows around airfoils by 
Steger (1978) and Steger and Bailey (1980), and (ii) flow around an ogive 
cylinder and hemisphere-cylinder by Schiff and Steger (1980), Pulliam and 
Lomax (1979), and Pulliam and Steger (1980). In these works, the equations 
were solved by means of the implicit scheme of Beam and Warming (1978) 
described in Section 11.3.2. Note also that in some of these calculations, the 
turbulent nature of the flow is taken into account by using eddy-viscosity 
models. 

Results obtained by Pulliam and Steger (1980) and Pulliam and Lomax 
(1979) for flow past a hemisphere-cylinder at an angle of attack are shown in 
Fig. 11.4.2. These calculations were made using a general curvilinear coordi­
nate formulation with warped spherical coordinates. The thin-layer approxima­
tion was also employed. This approximation was implemented by writing the 
Navier-Stokes equations in curvilinear coordinates (g, 1J, ~) with (g, 1J) ori­
ented in the direction of the body so that the surface of the body corresponded 
to ~ = const. All viscous terms in the (g, 1J) directions were then neglected. 
For the details the reader is referred to the original papers. The calculated 
results for pressure and separation along with comparison with experimental 
results are shown in the figure. Note that even with the thin-layer approxima­
tion the results are quite good. 

Finally, for the full Navier-Stokes equations, it has been pointed out by 
Viviand (1978) as well as by Sharnroth and Gibeling (1979) that the quasi­
conservative form [Eq (1.31a), Section 1.2.3] is preferred for the case oflarge 
mesh deformations in the physical plane to the fully conservative form [Eq. 
(1. 31)] in order to reduce the discretization errors. These errors are present if 
the derivatives of the transformation are exactly evaluated, but they can be 
eliminated by using special finite differences to approximate these derivatives 
in the fully conservative equation (1. 31) as proposed by Viviand and Veuillot 
(1978). Calculations reported by Sharnroth and Gibeling (1979) concerning 
flows around a cylinder and a NACA 0012 airfoil were performed with the 
Navier-Stokes equation in quasiconservative form using the Briley and McDo­
nald (1973) method, in a grid generated by the method of Eiseman (1978). 

11.4.2 Discretization in the physical space 
The second approach for solution the Navier-Stokes equations consists of 

writing the equations in Cartesian coordinates and discretizing directly in the 
physical space on a nonuniform mesh adapted to the geometry and possibly to 
the solution. Various approximations can be used: finite-difference methods 
(Vi viand and Veuillot, 1978; Le Balleur et aI., 1980), finite-volume methods 
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(Deiwert, 1975), or finite-element methods (Baker, 1978; Cook and Blan­
chard, 1979). Note that all these discretization techniques are close to each 
other in their behavior. 

11.4.2.1 A finite-difference scheme: In this section, we describe the 
finite-difference method first introduced by Viviand and Veuillot (1978) for the 
calculation of inviscid flows and extended to viscous flows by Hollanders and 
Viviand (1980) and LeBalleur et al. (1980). The scheme is a generalization of 
the explicit MacCormack scheme (2.8.8). 

Let us consider the nonuniform mesh of Fig. 11.4.3, where the nodes P are 
identified by means of two indices (i ,j). Although the mesh is usually con­
structed through a coordinate transformation, it is not necessary to explicitly 
introduce such a transformation-only the location of the mesh points (i ,j) 
with respect to the original Cartesian coordinate system (x, y) are needed. 
Approximation of the derivatives a</> / ax, a</> / ay at point P of any function 
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Fig.- 11.4.3 Definition of mesh for difference operators. 

cp(x, y) are defined in tenus of the values of cp at P and at two neighboring 
points Q and R, such that P , Q, and R are not aligned (Fig. 11.4.4). These 
approximations are written 

( a<p) == (~x cp)p = ~<PPR ~YPQ - ~CPPQ ~YPR 
ax p ~YPQ ~XPR - ~YPR ~xPQ 

01.4.1a) 

(l1.4.1b) 

with 

~CPPR = <PR - <pp, 

where CPP is the value of <p at point P of coordinates (xp, Yp), etc. 

Fig. 11.4.4 Mesh definition. 



11.4 Finite-Difference Schemes in Non-Cartesian Configurations 329 

The above approximations can be obtained (i) by Taylor expansions to first 
order of 4> at Q and at R with respect to P; (ii) by assuming 4>(x, y) to be a 
linear function of x and y over the triangle PQR ; or (iii) by using the formulas 
(3.7.11) in which the curvilinear coordinates (g, 11) correspond to the mesh 
lines; then by approximating the various derivatives with respect to g and 11 
with noncentered differences. 

Now, we consider the point P and the four neighboring points N, S, E, W 
as shown in Fig. 11.4.3. We define the following finite-difference operators 
of the type (11.4.1): at, a: using the points P, N, E and at*, ar using 
the points W, P, S. Then, the discretization of the Navier-Stokes equations 
(11.3.1) in Cartesian coordinates is carried out by the two-step scheme: 

.f . . =!~. - at(a * F~· + a * G~·) J .,J .,J x .,J y .,J (l104.2a) 

n+1 1 n - at A - A -

!i,j = 2. (fi,j + .f;,j) - 2 (L.l t* Fi,j + L.l r Gi,j) (11.4.2b) 
- _.... .... 

whereFi,j = F(.f;,j)' Gi,j = G(.f;,j)' Moreover, the dissipative partFy and Gy 

of F and G includes first-order derivatives of the velocity components u, v and 
of the internal energy e. These derivatives are approximated by means of the 
operators a t* , a r at the first step and by means of the operators at, a: 
at the second step. In the case of a uniform rectangular mesh, scheme (1104.2) 
reduces to the MacCormack scheme (2.8.8) except the differencing of mixed 
derivatives which is then given by (11.3.7). 

The truncation error or scheme (11.4.2) has been found, in the case of a 
scalar equation, to be 0(/)..£1> at /)..£2, at2, /)..£;) where 

/)..£1 = Max(lpE + pwl, IPN + PSi) 

/)..£2 = Max ( 1 PE I, 1 PW I, 1 PN I, 1 PS I) 
so that the scheme is of second-order accuracy if /)..£1 = 0(/)..£;). For stability 
the time step at is chosen to satisfy condition (11.3.10) in which 

ax = Min(IPEI, Ipwl, IPNI, IpSI) 

11.4.2.2 A mesh refinement technique: In discretization ofthe Navier-Stokes 
equations in the physical plane, a mesh refinement technique often is needed 
to obtain an adequate description of a viscous region such as a boundary layer 
or "viscous shock." In addition to the technique of stretching or in conjunction 
with it, the following technique (Viviand and Ghazzi, 1975; LeBalleur et al., 
1980) is based upon a division of the computation domain into several zones 
in which the mesh size differs by a factor of 2. Such a technique is associated 
with a systematic procedure for matching the solution between adjacent zones 
while the solution is advanced in time. 

We describe the technique for the case where the refinement is needed in the 
y direction and y =0 corresponds to a wall on which a boundary layer develops. 
The computation domain is divided into a number of zones defined by 
y T) ::s y ::s y~) for the zone r where r = 1, 2, ... , R. 



330 11 Viscous Compressible Flows 

In each zone, the mesh size ~y(') is a constant. From one zone to the next, 
the mesh size varies as ~y('+I) = 2 ~y(') so that ~y('+I) = 2' ~y(I). Zone 1 
corresponds to the viscous layer near the wall y =0. Zone R corresponds to the 
outer region discretized with the basic mesh ~y. Hence 
~y = ~y(R) = 2R- 1 ~y(I). The ratio ~y(1)/ ~y = i-R characterizes the degree of 
refinement in the viscous layer. 

A matching procedure must be set out to link the solution in two adjacent 
zones. For this, it is convenient to make adjacent zones overlap as shown in 
Fig. 11.4.5 where horizontal lines in the same column represent the mesh lines 
y = y j') = Y i) + (/-1) ~Y<') with I = 1, ... ,Lr for zone r. Considering 
scheme (11.4.2), it is apparent that the solution at time t+~t and at a mesh 
point P involves the solution at time t and at mesh points located on two lines 
on each side of P. Therefore, considering each zone, the two lower and the two 
upper mesh lines in the zone r must be considered as boundary lines, and the 
solution is advanced in time from t to t + ~t(') only on the inner lines. The 
solution It) at time t+~t(') on the boundary lines I = 1,2, Lr-t.Lr in zone r is 
obtained from the adjacent zones by the following matching conditions: 

1(') = 1('-1) 1(') = 1('-1) (11 4 3 ) 
1 L,-1-4, 2 L,-1-2 .• a 

and 
1(') - 1(,+1) 

L, - 3 

_/(,+1) + 9 (/('+1) + 1('+1) _ 1(,+1) 
1(')= 1 2 3 4 

L,-l 16 

(11.4.3b) 

The time step ~t(') and the number N(') of steps to be performed in zone r to 

1= L 
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L - 1 ---- .... ...--of-{ r 
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ZONE (r-1) 

2 
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_____ 1=1 
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Fig. 11.4.5 Mesh refinement and matching of adjacent zones. 
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advance the solution from t to t + ilt with /j.f = ilt(R) are defined by 

ilt(r) = 2r ill), 

N(r) = 2R - r 
r > 1 

331 

01.4.4) 

where the time step ilt (1) in zone 1 must satisfy the stability criterion 01.3.10). 
Note that the variation of time step defined by (11.4.4) corresponds approxi­
mately to the maximum value in each zone r > 1 if stability is governed by the 
inviscid CFL criterion 01.3.8). 

The solution is advanced in time from t to t + ilt(R) by performing two steps 
in zone 1, and one in zone 2. Then by matching the solution between these two 
zones by means of formulas (11.4.3), one obtains new boundary conditions at 
time t + 2 ilt(l) = t + /j.f(2). The process is continued until the solution in the 
outer region R is computed. It is important to note that the resulting method is 
not consistent in time with the unsteady equations. For steady calculations this 
inconsistency is not important provided it does not introduce a divergence of 
the procedure. If a time-accurate solution is needed, it is necessary to devise 
a special treatment of the boundary lines. 

11.4.2.3 Example problem solutions: We now present two example applica­
tions of scheme (11.4.2) used with the mesh refinement technique to compute 
steady flows. These calculations were performed by Viviand's Group at 
ONERA and they concern shock-boundary-Iayer interaction and flow around 
an airfoil. In both applications, the fluid is a perfect gas with 'Y = 1. 4 and the 
viscosity is calculated according to Sutherland's law. The wall is assumed to 
be adiabatic and a no-slip condition is imposed on the velocity. The internal 
energy ew and the pressure Pw at the wall are obtained from one-sided differ­
encing, respectively, of the adiabatic condition ae / aN = 0 and of the normal 
momentum equation at the wall. 

The shock-boundary-Iayer interaction on a flat plate is solved for the flow 
conditions Moo = 2 and Rex x = 2.96 X 105 where Xs is the distance from the , s 

leading edge of the flat plate to the point of impact of the incident shock on the 
plate assuming inviscid flow. The strength of the incident shock is such that 
pd poo = 1.4 where PI is the theoretical pressure downstream of the reflected 
shock in an inviscid flow. The Prandl number is Pr = 0.72. The incident shock 
is imposed as a discontinuity in the free-stream conditions. In the calculation, 
the leading edge shock as well as the incident shock are captured by using 
scheme (11.4.2) with the addition of a third step for artificial damping 
01.3.15), where 0'1 = 0'2 = 10-3. The interaction of the incident shock with 
the boundary layer is computed in the domain shown on Fig. 11.4.6. In a 
preliminary calculation, not presented here, the flow past the flat plate is 
determined in a domain extending downstream to x = 0.7 and outwardly to the 
free stream. All the flow conditions on the upstream boundary are known from 
the preliminary calculation; the upper boundary of the computation domain is 
located on the free-stream and linear extrapolation is used on the downstream 
boundary. 



332 II Viscous Compressible Flows 
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Fig. 11.4.6 Computation domain and the basic mesh in physical plane (x, y) for shock-wave boundary 
layer interaction. (a) = Leading Edge Shock Region, (b) = Incident (Inviscid) Shock 

The manner in which the basic mesh, shown in Fig. 11.4.6, is established 
is now described. First, the mesh is approximately adapted a priori to the 
leading edge shock and to the boundary layer using the coordinate trans­
formation (X, Y ) ~ (X , y) defined by 

y(x,y) = Ye~X) [/31(X) + /32(X) y}X)] 

For each value of x, the function Ye(x), defining the upper boundary of the 
computation domain, and the functions /31 (x) , /32( x) are determined by re­
quiring the following conditions: 

1. The outer limit Y = Y8 (x) of the boundary layer, estimated by 
Y8(X) = 7x/~, corresponds to the line y = 0.025. 

2. The leading edge shocky = Ys(x), estimated by Ys(x) = xiS, corresponds 
to the line y = O.S. 

3. The outer boundary y = Ye (x) corresponds to the line y = 1. 07 . 

Next a second transformation (x, y) ~ (X ,Y) is carried out in order to 
determine the uniform basic mesh ax , ay. The purpose of such a trans­
formation , defined by 

X-Xo X(X + 1) _ Y(3Y+1) 
X)-XO 2 

y= 
4 
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Fig. 11.4.7 Isobar contour map for shock boundary-layer interaction on a flat plate. 

(where Xo and Xl correspond to the lateral boundaries of the domain), is to 
introduce a dilatation in the X direction and a refinement in the y direction. 
Consequently, it is sufficient to use three zones to refine the mesh further near 
the wall by the method which has already been described. The number of mesh 
lines in each zone is LI = 17, Lz = 13, and L3 = 20-zone 3 being a part of 
the basic mesh. From the above transformations and the mesh refinement, one 
determines the Cartesian coordinates (Xi.j, Yi,j) of the mesh point P used in the 
discretization (11.4.2). Figure 11.4.7 shows an isobar contour map which 
exhibits the separation shock and the reattachment shock. The streamlines in 
the separated region are shown in Fig. 11.4.8. 

The second example deals with supersonic flow (Moo = 2.0) around an 
NACA 0012 airfoil at Reynolds number Re = 106 based on the cord of the 

O.S 0.9 1 1.1 
x 

Fig. 11.4.8 Streamlines in separated flow of shock boundary-layer interaction on a flat plate. 
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Fig. 11.4.9 Computation domain and basic mesh in physical plane (x, y) for flow around an NACA 
0012 airfoil. 

G.' '.G 

Fig. 11.4.10 (a) Computed lines of constant density (pI pool for flow around an NACA 0012 airfoil with 
a = 0°, Re = 106 and Moo = 2.0. (Courtesy of ONERA.) 
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Fig. 11.4.10 (b) Measured lines of constant density (pI Poo) for flow around an NACA 0012 airfoil with 
a = 0°, Re = 106, and Moo = 2.0. (Courtesy of Dr. Allegre.) 

airfoil. The Prandl number is Pr = 0.723. The basic mesh (half-domain) is 
shown in Fig. 11.4.9. It is constructed numerically by solution of ordinary 
differential equations determining the orthogonal trajectories (i = const) of a 
family of curves (j = const) defined by interpolation-extrapolation based on 
the airfoil contour (j = 1) and the estimated location of the leading edge 
shock. The total basic mesh consists of 101 x 23 points, and the method of 
refinement makes use of three zones with L, = 9, L2 = 7, and L3 = 3-zone 
3 being a part of the basic mesh. 

Uniform-flow conditions are imposed on the upstream boundary of the 
computation domain and linear extrapolation is used at the downstream bound­
ary. Figure 11. 4. lOa and b show the constant density lines (p / pee = const) 



3.0 

2.5 

·2.5 

·3.0 

Fig. 11.4.11 Computed lines of constant Mach number for flow around an NACA 0012 airfoil with 
a = 10°, Re = 106, and Moo = 2.0. 
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which were computed and also measured by experiments perfonned by Dr. 
Allegre at the Laboratoire d'Aerothennique, C.N.R.S. Meudon. The com­
putations were carried out in a half-domain with a condition of symmetry, since 
the angle of attack a was zero. Figure 11.4.11 shows the iso-Mach lines 
(M = const) for the flow around the same airfoil with an angle of attack equal 
to 10°. For this case, computations were completed in the whole domain since 
symmetry no longer existed. 
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Concluding Remarks 

In the material presented, the authors have attempted to provide a reasonable 
summary of numerical methods in fluid mechanics which are in use in both the 
United States and Europe. We did not attempt to review technology in the area 
which was generated in the U.S.S.R. due to the difficulty in obtaining the 
results. We did include those methods and results which were available and did 
not overlap the book of M. Holt in this series. 

Due to the vast and rapid progress in the field of computational fluid mechan­
ics we are fully aware that there may be a development of which we are 
unaware. We tried to avoid this by extensive communication. Certainly in the 
areas of finite-element and spectral approaches there will be new advances 
coming forth rapidly and we look forward to this progress. 

R. Peyret 
T. Taylor 



Appendix A: Stability 

Assume a scheme to be of the form 

(A. 1) 

where C" Co, and C _I are finite-difference operators, u ~ == u (Xh, n dt) with 
u = (u" ... , urn), and x = (x" ... , Xd) so that Xh refers to the discreti­
zation in space: Xh = (YI dx" ... , Yd dXd), y" ... , Yd being integers; the 
index n refers to the time-discretization tn = n dt, n = integer. 

The stability of scheme (A. 1) is examined by considering a Fourier analysis 
of the solution. One assumes a solution of the form 

U~ = Un(k) exp(ik·xh) (A.2) 

where i = v=t, and k is the vector wave number k = (k" ... , kd ). Sub­
stituting (A.2) into (A.1) and dividing by the common factor exp(i k· Xh) 

yields the vector equation 

(A.3) 

This three-level equation is transformed into a two-level equation by intro­
ducing the auxiliary unknown Vn = Un-I. Equation (A.3) then becomes 

G1 Un+! + Go Un + G _I Vn = 0 

vn+l - Un = 0 

which can be written 

<l>n+ 1 = G <l>n 

(A.4) 

(A.5) 

where <I> = (U, V) is a 2m-component vector, G a 2m X 2m matrix deduced 
from (A.4). 

Stability of the scheme (strict Von Neumann condition) requires that the 
spectral radius of the amplification matrix G is not larger than unity; i.e., 

p(G) = Max lAd :5 1, 0:5 kj dXj :5 277", j = 1, ... , d (A.6) 
( 

where AI are the eigenvalues of G. These eigenvalues are the roots of the 
algebraic equation 

det(G - >.1) = 0 
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where I is the identity matrix, or equivalently they are the zeros of a polyno­
mial of degree q (with q = 2 m) 

q 

f(A) = ao + a) A + ... + aqAq = 2: ajAj (A.7) 
j=O 

where the coefficients can be complex numbers. 
Note that if the scheme is a two-level scheme (C- I == 0) and if u is a scalar, 

the matrix G reduces to a scalar g (called the factor of amplification) so that 
condition (A.6) reduces to 

(A.8) 

A study of the zeros ofj(A) is simplified by using results obtained by Miller 
(1971) concerning the zeros of polynomials. Here, we shall give only the 
theorem ensuring that the zeros of the polynomialf(A) satisfy condition CA.6); 
the reader will find the proof as well as other interesting theorems in Miller's 
paper. 

First, we define the polynomial j(A) constructed from (A. 7) where it is 
assumed that ao "* 0 and aq "* 0; i.e., 

- q . 

f CA) = a * A q + ... + a * = " a * . A' o q L.J q-, CA.9) 
j=O 

where a f is the complex conjugate of aj. Then we consider the polynomial 
fiCA) defined by 

ft(A) = ±[j(O) f(A) - f(O) j(A)] (A .10) 

which is of a degree lower than q (at most equal to q -1). 
Now, the theorem states that: _ 
The zeros, A, off(A) are such that I A I :s 1 if either (i) If(O) I > If(O) I and 

the zeros A of fl(A) are such that I A I :s 1, or (ii) fl == 0 and the zeros A of 
df / dA are such that I A I :s 1. 

By using this theorem, the study of the zeros of the polynomialf is reduced 
to the study of the zeros of a polynomial with a lower degree. This can be 
repeated until this polynomial is sufficiently simple. Obviously, if the degree 
of f(A) is large, the successive conditions obtained by a repeated application 
of the theorem could be too complicated to be useful and numerical calculations 
are then needed. 

An alternate possibility is to compute directly the eigenvalues of G by 
numerical methods. The calculations are carried out by varying the parameters 
(physical or numerical) of the problem and constructing graphs of the results. 
For such an approach it is recommended that a preliminary analytical study of 
the stability be made in simplified cases; for instance, by (i) considering 
problems in less space dimensions, (ii) zeroing out some physical parameters, 
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or (iii) considering some particular relationships between the components of 
the wave-number vector or even some particular values of it. Such a pre­
liminary analysis often allows determination of a rough form of the analytical 
stability criterion which can be refined by numerical calculations of the eigen­
values. 

Reference 

Miller, J. J. H. J. Inst. Math. Appl. 8, 397-406 (1971). 



Appendix B: Multiple-Grid Method 

In the application of finite-difference and finite-element methods one may be 
faced with the problem of developing an accurate solution on a small-scale 
mesh with limited computer availability. A method has been proposed by 
Federenko (1964) which, in principle, allows development of an accurate 
solution on a small grid by employing solutions on grids of increasing size. The 
result is that a solution can be constructed with decreased computation time and 
cost. 

This approach has been examined by Bakhvalov (1966) and applied by 
Brandt (1977), Jameson (1979), and South and Brandt (1977). The method has 
been used principally for transonic flows, but it has application to other prob­
lems as well. 

B.1 The Linear Problem 

The mUltiple-grid procedure is applied to linear problems in the following 
manner. First, assume that one is solving the equation 

LV =F (B .1.1) 

by a finite-difference approach on a grid of spacing hk • For this case Land F 
become matrices. Next, assume u is an approximation to the solution and that 
u can then be defined by 

V = u+v 

where v is the correction to u. One then solves the problem 

Lv = f 
where 

f= F - Lu 

(B .1.2) 

(B .1.3) 

(B .1.4) 

on a grid that ranges from the smallest spacing, which we denote by M, to the 
largest spacing, which we denote by N. The value of V is then computed from 
V = u +v once v has converged to the final solution. The procedure for 
solving for v can be described as a general strategy of escalating a fine-grid, 
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M, solution to a coarse-grid, N, solution and then back to the fine grid. The 
strategy for constructing the solution in this manner becomes somewhat of an 
art. Brandt (1977) and Jameson (1979) have presented two separate ap­
proaches. First we describe the strategy suggested by Brandt. 

The steps of the Brandt approach are as follows: 

1. Assume or calculate by relaxation an approximation to U on the smallest 
grid M. Call this uM . 

2. Compute the values off at the grid points from the values of u using Eq. 
(B. 1.4). Call these values fM. 

3. Next, solve for vM from the equation 

(B .1.5) 

by a relaxation procedure of your choice. Note the solution for v M should 
proceed as long as convergence is rapid. If the convergence slows, then one 
should begin the grid escalation process in step 4. 

4. When convergence of v M slows, escalate to a larger grid (M + 1) and solve 

LVM+1 = fM+l (B .1.6) 

as in step 3. Note thatfM + 1 must be obtained by interpolation of fM onto 
the M + 1 grid system. Follow this procedure until convergence of v to your 
specified criteria or until convergence slows. If convergence slows, escalate 
the grid again. This procedure can be employed until one escalates to the 
final grid size N. Note that N is the option of the user. At level N, vN should 
be made to converge. 

5. When convergence of v is obtained at any level in the escalation of grids 
one then must try to deescalate the solution. This is accomplished by 
computing 

(B .1.7) 

where k is the level the user is going to and k + 1 is the level the user is 
leaving. I~+l denotes that one must interpolate from the coarser grid to the 
finer grid. The new value of v k is then used as an estimate of vat the level 
k to start a new iteration to a solution on level k. The solution is relaxed 
toward convergence, but at this point a decision has to be made. If the 
solution begins to converge slowly, does one escalate up or down? At this 
point the procedure is not absolute. Brandt indicates that one can proceed 
in either way. The choice seems to be the user's, since Jameson (1979) has 
pointed out that a simplified approach may work equally well. The 
simplified approach is to iterate the solution only once per level, k, going 
both up and down the scale. Jameson interpolates the solution at the final 
stage going from the M + 1 grid to the final grid M to obtain the converged 
solution. Due to the significant difference in strategies between the studies 
of Brandt (1977) and Jameson (1979), it is not clear what the optimum 
strategy should be. As a result research in this area seems needed. 
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B.2 The Nonlinear Equation 

The multiple-grid approach just discussed needs to be modified for nonlinear 
problems. For the nonlinear problem, Brandt (1977) suggests that the equations 
for interaction and escalation take the form for grid level k from level k-l 

(B .2.1) 

Employing this equation one marches up and down the grid scale as for the 
linear problem. The value of u at a level k -1 then is obtained in downward 
march from k by 

k-[ k-[ k-[ k k k-[) 
Unew = U + I k (u - I k-] U (B .2.2) 

It is not at all clear that this procedure is unique, but both Brandt (1977) and 
Jameson (1979) have demonstrated that the procedure yields practical results. 
In summary, the procedure seems useful, but more standardization is required. 
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Appendix C: Conjugate-Gradient Method 

In the text there are numerous reference to the encouraging improvements in 
speed and efficiency with which the conjugate-gradient method can be applied 
to solve algebraic equations generated by finite-difference or spectral approxi­
mations. The most recent work of Koshla and Rubin (1981) has brought this 
point out most clearly. Koshla and Rubin show that, for finite-differenced 
Laplace equations, the conjugate-gradient method converged to a solution an 
order of magnitude faster than the more commonly used point successive 
relaxation, successive line relaxation, alternating direction implicit, and 
strongly implicit procedure (Stone, 1968). 

A similar improvement has been noted by Kershaw (1978) who indicates 
solutions are obtain 6000 times faster than by the point Gauss-Seidel method, 
200 times faster than by AD! methods, and 30 times faster than block succes­
sive relaxation. 

Glowinski et al. (1980) also demonstrate similar improvements in applying 
the approach to solution of the matrices from finite-element formulations. 
Progress in the spectral-method area has begun and improvements should occur 
there also. For the prospective user we outline the method in this section. A 
derivation of the method is given in Beckman (1960). 

The conjugate-gradient method is employed to solve the matrix equation 

Ax = k 

for the x vector. The method is iterative and proceeds as follows: 

1. Assume a starting value of Xo. 

2. Compute po = '0 = k - Axo. 
3. Compute (Xi = l,d2/(Pi,Api). 
4. Compute Xi+1 = Xi + (XiPi· 

5. Compute 'HI = 'i - (X;APi. 
6. Compute {3i = I'HI12/I'iI2. 
7. Compute Pi+1 = 'i+1 + {3iPi· 

In these expressions (Pi, Api) represents the inner product of the vectors Pi and 
Api. Note also that alternate expressions can be used for (Xi and {3i which give 
greater accuracy at the expense of more computation. These are 
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ai = 

{3i = 

(Pi, ri) 
(Pi,Ap;) 

(ri+IoApi) 
(Pi,Api) 

Appendix C: Conjugate-Gradient Method 

Basically this solution technique is the use of the Gram-Schmidt orthogo­
nalization process to form sequences of vectors. The method traditionally is 
derived for the symmetric and positive definite matrix, but it can be made to 
work on most finite-difference-type equations by using preconditioning. This 
accomplished premultiplying by a matrix A T to obtain* 

or 

The matrix (A T A) should satisfy the conditions of symmetric and positive 
definiteness. For this case the solution algorithm is 

ro = k-Axo, 

IATril2 
ai = IApi12 ' 

Po = ATro 

{3. = IA Tri+112 
I IATrd2 

ri+1 = ri - aiApi 

Pi+1 = ATri+1 + {3iPi 

The approach outlined provides a good approach for solving the algebraic 
equations generated by the application of finite-difference, finite-element or 
spectral methods to the solutions of various formulations of the flow equations. 

*Note A T may be the transpose of A or an alternate form. 
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Two-step scheme 48,49, 53, 66, 270, 329 

Upstream scheme (see Upwind scheme) 
Upwind scheme 27,28, 29ff, 42, 44, 46, 

65,67, 158, 162, 192, 195, 199 
Upwind-corrected scheme 29ff, 193, 195, 

196, 199,201,203 
Upwind-weighted scheme 43, 196 
Unsteady flow 135, 138, 176, 196ff, 207ff, 

220,221,226,290 

Variational principle 79 
Viscosity 11, 45, 56 
Viscous flow 

incompressible 129ff, 133ff, 141ff 

compressible 263ff 
Viscous shock 324, 325, 329 
Viviand-Veuillot scheme 327ff 
Vortex, 4, 132, 135, 228ff, 259 
Vortex discrete method 13lff 
Vorticity 16 

Index 

equation 16,30,35, 129, 130, 131, 184, 
194ff, 199 

Von Neumann condition (see Stability) 

Wave propogation 103 
Weak solution 45 
Weighted residual method 79, 80 

Weighted scheme 27,44 
Weighting function 79,80,81,88,98,218 
Wiggles (see Oscillations) 
Wing 295, 296 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /PDFA1B:2005
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (sRGB IEC61966-2.1)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF0633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F006200650020005000440046002006450646062706330628062900200644063906310636002006480637062806270639062900200648062B06270626064200200627064406230639064506270644002E00200020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644062A064A0020062A0645002006250646063406270626064706270020062806270633062A062E062F062706450020004100630072006F00620061007400200648002000410064006F00620065002000520065006100640065007200200036002E00300020064806450627002006280639062F0647002E>
    /BGR <FEFF04180437043F043E043B043704320430043904420435002004420435043704380020043D0430044104420440043E0439043A0438002C00200437043000200434043000200441044A0437043404300432043004420435002000410064006F00620065002000500044004600200434043E043A0443043C0435043D04420438002C0020043F043E04340445043E0434044F044904380020043704300020043D04300434043504360434043D043E00200440043004370433043B0435043604340430043D0435002004380020043F04350447043004420430043D04350020043D04300020043104380437043D0435044100200434043E043A0443043C0435043D04420438002E00200421044A04370434043004340435043D043804420435002000500044004600200434043E043A0443043C0435043D044204380020043C043E0433043004420020043404300020044104350020043E0442043204300440044F0442002004410020004100630072006F00620061007400200438002000410064006F00620065002000520065006100640065007200200036002E0030002004380020043F043E002D043D043E043204380020043204350440044104380438002E>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF0054006f0074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000760068006f0064006e00fd006300680020006b0065002000730070006f006c00650068006c0069007600e9006d0075002000700072006f0068006c00ed017e0065006e00ed002000610020007400690073006b00750020006f006200630068006f0064006e00ed0063006800200064006f006b0075006d0065006e0074016f002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e0074007900200050004400460020006c007a00650020006f007400650076015900ed007400200076002000610070006c0069006b0061006300ed006300680020004100630072006f006200610074002000610020004100630072006f006200610074002000520065006100640065007200200036002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200036002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200036002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200036002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e400740074006500690064002c0020006500740020006c0075007500610020005000440046002d0064006f006b0075006d0065006e00740065002c0020006d0069007300200073006f00620069007600610064002000e4007200690064006f006b0075006d0065006e00740069006400650020007500730061006c006400750073007600e400e4007200730065006b0073002000760061006100740061006d006900730065006b00730020006a00610020007000720069006e00740069006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e0074006500200073006100610062002000610076006100640061002000760061006900640020004100630072006f0062006100740020006a0061002000410064006f00620065002000520065006100640065007200200036002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200036002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03A703C103B703C303B903BC03BF03C003BF03B903AE03C303C403B5002003B103C503C403AD03C2002003C403B903C2002003C103C503B803BC03AF03C303B503B903C2002003B303B903B1002003BD03B1002003B403B703BC03B903BF03C503C103B303AE03C303B503C403B5002003AD03B303B303C103B103C603B1002000410064006F006200650020005000440046002003BA03B103C403AC03BB03BB03B703BB03B1002003B303B903B1002003B103BE03B903CC03C003B903C303C403B7002003C003C103BF03B203BF03BB03AE002003BA03B103B9002003B503BA03C403CD03C003C903C303B7002003B503C003B103B303B303B503BB03BC03B103C403B903BA03CE03BD002003B503B303B303C103AC03C603C903BD002E0020002003A403B1002003AD03B303B303C103B103C603B10020005000440046002003C003BF03C5002003B803B1002003B403B703BC03B903BF03C503C103B303B703B803BF03CD03BD002003B103BD03BF03AF03B303BF03C503BD002003BC03B50020004100630072006F006200610074002003BA03B103B9002000410064006F00620065002000520065006100640065007200200036002E0030002003BA03B103B9002003BD03B503CC03C403B503C103B503C2002003B503BA03B403CC03C303B503B903C2002E>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105E705D105D905E205D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05EA05D005D905DE05D905DD002005DC05EA05E605D505D205D4002005D505DC05D405D305E405E105D4002005D005DE05D905E005D505EA002005E905DC002005DE05E105DE05DB05D905DD002005E205E105E705D905D905DD002E0020002005E005D905EA05DF002005DC05E405EA05D505D7002005E705D505D105E605D90020005000440046002005D1002D0020004100630072006F006200610074002005D505D1002D002000410064006F006200650020005200650061006400650072002005DE05D205E805E105D400200036002E0030002005D505DE05E205DC05D4002E>
    /HRV <FEFF004F0076006500200070006F0073007400610076006B00650020006B006F00720069007300740069007400650020006B0061006B006F0020006200690073007400650020007300740076006F00720069006C0069002000410064006F00620065002000500044004600200064006F006B0075006D0065006E007400650020006B006F006A00690020007300750020007000720069006B006C00610064006E00690020007A006100200070006F0075007A00640061006E00200070007200650067006C006500640020006900200069007300700069007300200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E006100740061002E0020005300740076006F00720065006E0069002000500044004600200064006F006B0075006D0065006E007400690020006D006F006700750020007300650020006F00740076006F007200690074006900200075002000700072006F006700720061006D0069006D00610020004100630072006F00620061007400200069002000410064006F00620065002000520065006100640065007200200036002E0030002000690020006E006F00760069006A0069006D0020007600650072007A0069006A0061006D0061002E>
    /HUN <FEFF0045007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c002000fc007a006c00650074006900200064006f006b0075006d0065006e00740075006d006f006b0020006d00650067006200ed007a00680061007400f30020006d00650067006a0065006c0065006e00ed007400e9007300e900720065002000e900730020006e0079006f006d00740061007400e1007300e10072006100200061006c006b0061006c006d00610073002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b006100740020006b00e90073007a00ed0074006800650074002e002000200041007a002000ed006700790020006c00e90074007200650068006f007a006f007400740020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200036002c0030002d0073002000e900730020006b00e9007301510062006200690020007600650072007a006900f3006900760061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 6.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200036002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200036002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d0069002000730075006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c002000740069006e006b0061006d0075007300200076006500720073006c006f00200064006f006b0075006d0065006e00740061006d00730020006b006f006b0079006200690161006b006100690020007000650072017e0069016b007201170074006900200069007200200073007000610075007300640069006e00740069002e002000530075006b00750072007400750073002000500044004600200064006f006b0075006d0065006e007400750073002000670061006c0069006d006100200061007400690064006100720079007400690020007300750020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200036002e00300020006200650069002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF004c006900650074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200069007a0076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020007000690065006d01130072006f00740069002000640072006f01610061006900200075007a01460113006d0075006d006100200064006f006b0075006d0065006e0074007500200073006b00610074012b01610061006e0061006900200075006e0020006400720075006b010101610061006e00610069002e00200049007a0076006500690064006f0074006f0073002000500044004600200064006f006b0075006d0065006e00740075007300200076006100720020006100740076011300720074002c00200069007a006d0061006e0074006f006a006f0074002000700072006f006700720061006d006d00750020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200036002e003000200076006100690020006a00610075006e0101006b0075002000760065007200730069006a0075002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 6.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200036002e003000200065006c006c00650072002e>
    /POL <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>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200036002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006C0069007A00610163006900200061006300650073007400650020007300650074010300720069002000700065006E007400720075002000610020006300720065006100200064006F00630075006D0065006E00740065002000410064006F006200650020005000440046002000610064006500630076006100740065002000700065006E007400720075002000760069007A00750061006C0069007A006100720065002000640065002000EE006E00630072006500640065007200650020015F0069002000700065006E00740072007500200069006D007000720069006D006100720065006100200064006F00630075006D0065006E00740065006C006F007200200064006500200061006600610063006500720069002E00200044006F00630075006D0065006E00740065006C00650020005000440046002000630072006500610074006500200070006F00740020006600690020006400650073006300680069007300650020006300750020004100630072006F0062006100740020015F0069002000410064006F00620065002000520065006100640065007200200036002E003000200073006100750020007600650072007300690075006E006900200075006C0074006500720069006F006100720065002E>
    /RUS <FEFF04180441043F043E043B044C043704430439044204350020044D044204380020043F043004400430043C043504420440044B0020043F0440043800200441043E043704340430043D0438043800200434043E043A0443043C0435043D0442043E0432002000410064006F006200650020005000440046002C0020043F043E04340445043E0434044F04490438044500200434043B044F0020043D0430043404350436043D043E0433043E0020043F0440043E0441043C043E044204400430002004380020043F043504470430044204380020043104380437043D04350441002D0434043E043A0443043C0435043D0442043E0432002E00200421043E043704340430043D043D044B043500200434043E043A0443043C0435043D0442044B00200050004400460020043C043E0436043D043E0020043E0442043A0440044B0442044C002C002004380441043F043E043B044C04370443044F0020004100630072006F00620061007400200438002000410064006F00620065002000520065006100640065007200200036002E00300020043B04380431043E00200438044500200431043E043B043504350020043F043E04370434043D043804350020043204350440044104380438002E>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200073006c00fa017e006900610020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f007600200076006f00200066006f0072006d00e100740065002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300fa002000760068006f0064006e00e90020006e0061002000730070006f013e00610068006c0069007600e90020007a006f006200720061007a006f00760061006e006900650020006100200074006c0061010d0020006f006200630068006f0064006e00fd0063006800200064006f006b0075006d0065006e0074006f0076002e002000200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e0074007900200076006f00200066006f0072006d00e10074006500200050004400460020006a00650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d00650020004100630072006f0062006100740020006100200076002000700072006f006700720061006d0065002000410064006f006200650020005200650061006400650072002c0020007600650072007a0069006900200036002e003000200061006c00650062006f0020006e006f007601610065006a002e>
    /SLV <FEFF005400650020006E006100730074006100760069007400760065002000750070006F0072006100620069007400650020007A00610020007500730074007600610072006A0061006E006A006500200064006F006B0075006D0065006E0074006F0076002000410064006F006200650020005000440046002C0020007000720069006D00650072006E006900680020007A00610020007A0061006E00650073006C006A006900760020006F0067006C0065006400200069006E0020007400690073006B0061006E006A006500200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E0074006F0076002E0020005500730074007600610072006A0065006E006500200064006F006B0075006D0065006E0074006500200050004400460020006A00650020006D006F0067006F010D00650020006F00640070007200650074006900200073002000700072006F006700720061006D006F006D00610020004100630072006F00620061007400200069006E002000410064006F00620065002000520065006100640065007200200036002E003000200074006500720020006E006F00760065006A01610069006D0069002E>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200036002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200036002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF0130015f006c006500200069006c00670069006c0069002000620065006c00670065006c006500720069006e0020006700fc00760065006e0069006c0069007200200062006900e70069006d006400650020006700f6007200fc006e007400fc006c0065006e006d006500730069006e0065002000760065002000790061007a0064013100720131006c006d006100730131006e006100200075007900670075006e002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e0020004f006c0075015f0074007500720075006c0061006e002000500044004600200064006f007300790061006c0061007201310020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200036002e003000200076006500200073006f006e00720061006b00690020007300fc007200fc006d006c0065007200690079006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043A043E0440043804410442043E043204430439044204350020044604560020043F043004400430043C043504420440043800200434043B044F0020044104420432043E04400435043D043D044F00200434043E043A0443043C0435043D044204560432002000410064006F006200650020005000440046002C0020043F044004380437043D043004470435043D0438044500200434043B044F0020043D0430043404560439043D043E0433043E0020043F0435044004350433043B044F04340443002004560020043404400443043A0443002004340456043B043E04320438044500200434043E043A0443043C0435043D044204560432002E0020042104420432043E04400435043D04560020005000440046002D0434043E043A0443043C0435043D044204380020043C043E0436043D04300020043204560434043A04400438043204300442043800200437043000200434043E043F043E043C043E0433043E044E0020043F0440043E043304400430043C04380020004100630072006F00620061007400200456002000410064006F00620065002000520065006100640065007200200036002E00300020044204300020043F04560437043D04560448043804450020043204350440044104560439002E>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200039002000280039002e0034002e00350032003600330029002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003100200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




